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EXECUTIVE 
SUMMARY

Continuous advances in the field of artificial intelligence (AI) and efforts 
to integrate AI systems in critical sectors are gradually transforming all 
aspects of society, including in the defence sector. Although advancements 
in AI present unprecedented opportunities to augment human capabilities 
and improve decision-making in various ways, they also present signif-
icant legal, safety, security and ethical concerns. Thus, to ensure that AI 
systems are developed and used lawfully, ethically, safely, securely and 
responsibly, governments and intergovernmental organisations are devel-
oping a range of normative instruments. This approach is broadly known 
as "Responsible AI", or ethical or trustworthy AI. Presently, the most nota-
ble approach to Responsible AI is the development and operationalisation 
of responsible or ethical AI principles. 

UNIDIR's project Towards Responsible AI in Defence seeks to, first, 
build a common understanding of the key facets of responsible research, 
design, development, deployment, and use of AI systems. It will then 
examine the operationalisation of Responsible AI in the defence sector, 
including identifying and facilitating the exchange of good practices. The 
project has three main aims. First, it aims to encourage states to adopt and 
operationalise tools that can enable responsible behaviour in the devel-
opment and use of AI systems. It also seeks to help increase transparency 
and foster trust among states and other key AI actors. Finally, the project 
aims to build a shared understanding of the key elements of Responsible 
AI and how they may be operationalised, which may inform the develop-
ment of internationally accepted governance frameworks. 

This research brief provides an overview of the aims of the project. It also 
outlines the research methodology for and preliminary findings of the 
project's first phase: the development of a common taxonomy of princi-
ples and a comparative analysis of AI principles adopted by states. 
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ABOUT THE PROJECT

Advances in the field of AI and efforts to integrate AI 
systems in critical sectors are gradually transforming 
all aspects of our society – the defence sector is no 
exception.1 AI developments and their applications 
present unprecedented opportunities to augment 
human capabilities and improve decision-making in 
various ways, particularly in problem-solving, data 
processing and decision-making. However, significant 
legal, safety, security and ethical concerns relating 
to AI adoption are coming to light as AI systems 
are increasingly being deployed worldwide across 
sectors. These concerns include issues related to 
transparency, reliability, predictability, understand-
ability, accountability, bias and discrimination, and 
technical robustness. Such concerns are heightened 
in certain high-risk military contexts, where errors or 
misuses could result in serious injury, loss of life or 
damage to critical infrastructure.

It is therefore essential that AI systems are developed 
and used in a responsible and safe manner and in 
accordance with legal requirements and ethical values. 
To ensure this, governments and intergovernmental 
organisations along with private actors are develop-
ing and adopting a range of governance instruments 
– such as principles, standards and codes of conduct 
– to guide AI research, design, development, deploy-
ment and use across sectors.2 This varied approach to 
AI governance is broadly known as ethical or trust-
worthy AI or, as here, "Responsible AI". At present, 
Responsible AI initiatives often begin with the adop-
tion of AI principles that articulate the requirements 
that AI systems should meet so that they can be used 
lawfully, ethically, safely, securely and responsibly.

However, Responsible AI is an emerging and evolv-
ing field of research and practice, particularly in the 
defence sector. Only a handful of states and inter-
governmental organisations have publicly adopted 
principles, standards or ethical frameworks tailored to 
AI applications in the defence sector.

While many initiatives to map and assess the opera-
tionalisation of AI principles have started to emerge, 
there is a need for more dedicated work to map and 
analyse AI principles developed by states, especial-
ly with respect to their application in the defence 
sector. Such an exercise could have three positive 
outcomes. First, it could encourage states to adopt 
and operationalise tools that can enable responsible 

behaviour in the development and use of AI. It could 
also help to increase transparency and foster trust 
among states and other key AI actors.3 Finally, it could 
build a shared understanding of the key elements of 
Responsible AI and how they may be operationalised, 
which may inform the development of internationally 
accepted governance frameworks. 

The UNIDIR project Towards Responsible AI in 
Defence is a step in this direction. It aims to build a 
common understanding of the key facets of respon-
sible research, design, development, deployment and 
use of AI systems. Further, it aims to examine the 
operationalisation of Responsible AI in the defence 
sector, including identifying and facilitating the 
exchange of good practices. To do so, it includes two 
phases. In the first phase, through desk research and 
analysis of existing AI principles adopted by states 
and intergovernmental organisations, it aims to 
develop a common taxonomy of AI principles and to 
identify commonalities in states' views on the essen-
tial elements of Responsible AI. In the second phase, 
through stakeholder interviews and workshops, the 
project seeks to examine how AI principles are and 
could be operationalised in the defence domain; 
what structures may need to be put in place for their 
operationalisation; and the associated gaps and chal-
lenges and how they may be addressed. 

Through the two phases, the project will address 
the following research questions: 

Phase 1

• Which states and intergovernmental organisations 
have adopted Responsible AI principles exclusively 
for the defence sector or have national AI princi-
ples whose stated application may extend to the 
defence sector? 

1  For the definition of "AI systems", see OECD (n.d.).

2  For the purpose of this paper, the "AI system life cycle" refers 
to the range of activities from "research, design and development 
to deployment and use" of an AI system. See UNESCO (2022, 4).

3  For the purpose of this paper, "AI actors" refer to "any actor 
involved in at least one stage of the AI system life cycle, and 
can refer both to natural and legal persons, such as researchers, 
programmers, engineers, data scientists, end-users, business 
enterprises, universities and public and private entities, among 
others". See UNESCO (2022, 1).
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• What are the essential facets or principles of 
responsible, ethical or trustworthy research, design, 
development, deployment and use of AI systems? 
What do these principles refer to? 

• Which of these principles do states commonly 
consider as being essential?

Phase 2

• What does Responsible AI refer to in the defence 
domain? What types of tools are needed to ensure 
the responsible, ethical or trustworthy research, 
design, development, deployment and use of AI 
systems in defence? 

• What are the existing tools for Responsible AI that 
are tailored or applicable to the defence sector? 
How are they being operationalised? What are 
the commonalities and differences in national 
approaches to operationalising Responsible AI?

• What governance structures need to be put in 
place for the operationalisation of Responsible AI?

• What are the challenges, if any, to the opera-
tionalisation of Responsible AI? How can they be 
addressed? 

• How are states ensuring that the civilian AI industry 
that works with defence organisations aligns with 
their Responsible AI standards and requirements? 

• What should Responsible AI education and training 
entail and to whom should it be provided? 

This research brief provides an overview of the 
methodology and key preliminary findings of the 
first phase. This stage involves the identification of 
AI principles adopted by states and intergovern-
mental organisations and the building of a common 
taxonomy based on the identified AI principles. A 
comparative analysis of the identified principles 
against the common taxonomy then reveals the 
commonalities and differences in states' perspectives 
on essential elements of Responsible AI. However, 
this is a "living" research project that will continue 
to develop as the global AI policy landscape evolves, 
particularly for the defence sector. Therefore, the 
common taxonomy is not intended to be authorita-
tive and will be updated as required. 
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To conduct a comparative analysis of AI principles 
adopted by states, a common, sector-agnostic taxon-
omy of AI principles was developed. The common 
taxonomy comprises a list of AI principles with brief 
definitions for each. The definitions are brief as they 
embody the "lowest common denominator" under-
standing of what that principle refers to among those 
states and intergovernmental organisations that have 
adopted it. For this reason, the common taxono-
my serves as a tool against which AI principles can 
be compared in order to identify which principles 
are most and least commonly adopted by states to 
ensure Responsible AI. 

The reason for a sector-agnostic taxonomy is 
twofold. First, in practical terms, only a few states 

METHODOLOGY FOR PHASE 1

and intergovernmental organisations have adopt-
ed defence-specific AI principles. This is insufficient 
to build a common taxonomy tailored exclusively to 
the defence sector. From a conceptual point of view, 
given the paucity of defence-specific principles, a 
sector-agnostic taxonomy could still be relevant for 
the analysis as AI is a general-purpose technology. As 
such, guidance to ensure AI systems are researched, 
designed, developed, deployed and used in a respon-
sible, legal, ethical, safe and secure manner may be 
generally relevant across sectors, although there will 
be differences in the way they are operationalised. 
Moreover, since defence organisations are working 
with the civilian AI industry to build AI systems, AI 
principles developed for civilian sectors may also be 
relevant for the defence sector. 

4  It is important to note that, while the Guiding Principles adopted 
by the GGE on LAWS specifically focus on autonomy in weapon 
systems, the NATO Principles are broader in scope. They concern a 
range of military uses of AI beyond weapon systems.

5  Note that some of the principles may not apply in the defence 
sector or may apply differently.

6  Note that these are preliminary definitions. See Table 2 below 
for the final common taxonomy and definitions.

STEP 1. MAPPING AND ANALYSING AI PRINCIPLES 
ADOPTED BY INTERGOVERNMENTAL ORGANISATIONS

The first step in developing the common taxonomy is 
to map AI principles adopted by intergovernmental 
organisations. AI principles adopted by intergovern-
mental organisations are used as the basis for the 
common taxonomy because they are arguably the 
most explicit embodiment of shared understand-
ings on what attributes and requirements constitute 
Responsible AI. 

In this initial stage, extensive desk-based research 
identified AI principles adopted by intergovernmental 
organisations. Eleven intergovernmental organisa-
tions that have each developed and adopted some 
variation of AI principles were identified (listed in 
Annex B). The AI principles developed and adopt-
ed by the 11 intergovernmental organisations are 
in line with the mandate of the respective organisa-
tion and thus differ in scope – some are applicable 
across sectors, while others are sector-specific. Only 
two are tailored specifically to the defence domain 
– the North Atlantic Treaty Organization (NATO) Prin-
ciples of Responsible Use of Artificial Intelligence in 
Defence and the Guiding Principles adopted by the 
United Nations Group of Governmental Experts (GGE) 
on lethal autonomous weapons systems (LAWS) to 
guide the future work of the GGE and to provide a 

framework for the development and use of LAWS.4 
Through a careful study of the 11 sets of AI principles, 
a base list of broad AI principles was developed.5 These 
principles either featured explicitly as a stand-alone 
principle or were reflected implicitly in the explana-
tions within the sets of principles. Where necessary, 
some of these broad principles were further subdi-
vided into separate, narrower principles to capture 
different aspects and nuances (see Table 1).6 
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TABLE 1. AI PRINCIPLES ADOPTED BY INTERGOVERNMENTAL ORGANISATIONS7

7  Ibid.

PRINCIPLE DEFINITION

F
a
ir

n
e

ss Impartiality AI systems should not follow or create biases or discrimination 

Inclusiveness Access to the benefits of AI systems should be equal

Human Oversight, 

Judgement or Control

Users should be informed actors and exercise appropriate levels of oversight, 

judgement or control over AI systems, including the ability to avoid unintended 

consequences

Human Dignity AI systems should not violate the inherent human state of being worthy of respect

L
a
w

fu
ln

e
ss

Compliance with 

Law

All AI systems should be developed and used in accordance with national and 

international law

Data Protection AI systems should only use data where informed consent has been given, 

if appropriate

Privacy AI systems should not interfere with the right to private life

Proportionality The AI system chosen should be proportional to achieve a given legitimate 

objective

Public Engagement Collaborations and exchanges with stakeholders should be encouraged for the 

development and governance of AI

R
e

sp
o

n
si

b
il

it
y

 a
n

d
 

A
c
c
o

u
n

ta
b

il
it

y

Accountability Accountability should always be attributed to the appropriate human actors

Responsibility AI systems should be used under the appropriate conditions and by appropriately 

trained individuals, who remain responsible

Sustainability AI systems should yield beneficial outcomes for people and the planet, where 

applicable

T
e

c
h

n
ic

a
l 

R
o

b
u

st
n

e
ss Reliability AI systems should be tested appropriately to ensure that they function as 

intended in the circumstances of their use

Safety Unintended harms should be avoided, prevented and addressed

Security Vulnerabilities to adversarial attacks should be addressed, prevented and 

eliminated to the extent possible

T
ra

n
sp

a
re

n
c
y

Explainability Users should be able to appropriately understand the outcomes of AI systems 

and how conclusions are reached

Information sharing Users should be informed when an AI system is used

Traceability Data sets, processes and decisions of AI systems should be made open to 

analysis and inquiry, if appropriate
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STEP 2: MAPPING AND ANALYSING AI PRINCIPLES 
ADOPTED BY STATES

8  See United Nations (n.d.). 

9 French Ministry of Armed Forces (2019); Devitt et al. (2021); 
Defence Research and Development Canada (2017).

10 For definitions of these principles, see Table 2. 

Of the 193 states researched, 26 states were found 
to have adopted a set of AI principles (listed in 
Annex B). The 26 states include 12 from the West-
ern European and Others Group (WEOG), 11 from the 
Asia-Pacific Group, two from the Latin American and 
Caribbean Group and one from the Eastern European 
Group.8

Only two states – the United States and the United 
Kingdom – have adopted a set of AI principles specif-
ically for defence. Three states – France, Australia and 
Canada – that have not yet adopted a set of prin-
ciples for defence have instead developed other 
instruments to guide the development and use of 
AI in the defence domain, such as road maps, ethi-
cal risk guidelines and assessment frameworks (see 
Annex B).9 As the analysis requires a 1:1 comparison 
of principles, it does not include the defence-spe-
cific AI governance frameworks adopted by France, 
Australia and Canada. They will be examined in the 
second phase of the project, which will focus on the 
operationalisation of Responsible AI instruments in 
defence. 

Using the same methodology adopted for intergov-
ernmental organisations, the AI principles adopted by 
states were analysed to build upon and refine the 
preliminary common taxonomy to ensure that it 

reflects the principles adopted by states and what 
they commonly understand those principles to 
entail. In doing so, additional principles were iden-
tified that featured more prominently in principles 
adopted by states. These include international coop-
eration, risk-based approach, human autonomy and 
should not harm.10 At the same time, the principle 
of proportionality was merged with the principle of 
compliance with law because many of the states that 
included proportionality in their principles discussed 
it in context of international law. 

Furthermore, three different interpretations of the 
principle of reliability were found. The first, termed 

The second stage is to map AI principles adopted 
by states. First, AI principles developed exclusively 
for application in the defence sector were identified. 
As very few states currently have publicly adopted 
defence-specific principles, national AI principles 
adopted by states were included when their stated 
application does not exclude the defence sector.

FIGURE 1. NUMBER OF STATES THAT HAVE ADOPTED AI PRINCIPLES BY 
REGIONAL GROUP 

Western European and Others Group

Asia-Pacific Group

Latin American and Caribbean Group

Eastern European Group

African Group

12
28

11

2

1

0

55

33

23

54

Sum of Found

Sum of Researched
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resilience, is that AI systems should be tested appro-
priately to ensure that they function as intended in 
the circumstances of their use. The second, termed 
redundancy, is that AI actors and users should not 
be over-reliant on AI systems and should possess the 
ability to continue operations as appropriate in case 
of failure of AI system(s). The third, termed data qual-
ity, is that AI actors should ensure that AI systems are 

• The analysis focuses on a 1:1 comparison of prin-
ciples. It therefore only considers officially adopted 
set of AI principles. It does not include states that 
have an AI strategy or similar documents but have 
not officially adopted a set of principles.

• As the analysis includes AI principles that are not 
tailored exclusively to the defence sector, some of 
the principles in the common taxonomy may not 
apply in the defence sector or may apply differently.

• The findings are based on desk research. There 
may be other states that have AI principles that 
could not be identified through desk research, for 

11  The AI Policy Portal aims to gather available information at the 
national, regional and international levels on policies, processes 
and structures that are relevant for AI systems in the defence 
sector. The portal will be developed to support transparency, 
information sharing and confidence-building in the field of AI.

IMPORTANT CAVEATS CONCERNING THE METHODOLOGY 
AND ANALYSIS

trained on data of sufficient quality, remove corrupt 
data and have quality control checks (either ex-ante 
or ex-poste) to ensure reliable and valid results.

All the principles identified in the two-step process 
described above form the common taxonomy (see 
Table 2 and Figure 2). This forms the basis for the 
comparative analysis of AI principles adopted by states. 

example due to translation issues. The common 
taxonomy and comparative analysis will be built on 
and continually refined based on the data collected 
by UNIDIR's upcoming AI Policy Portal.11 The find-
ings are not exhaustive.

• This is a living research project that will develop 
as the global AI policy landscape evolves, particu-
larly in the defence sector. Therefore, the common 
taxonomy is not intended to be authoritative. 
Rather, it serves as a tool used to comparatively 
analyse AI principles adopted by states.
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THE COMMON TAXONOMY

FIGURE 2. CATEGORISATION OF THE COMMON TAXONOMY

Notes: The Figure shows the principles (in blue boxes) that form the common taxonomy. It also demonstrates which broad prin-
ciples (in brackets) were subdivided into "narrower" principles to capture their different aspects and nuances. Only the "narrow" 
principles are included in the common taxonomy as explained in the methodology. Additionally, some of the principles may not 
apply in the defence sector or may apply differently. See Table 2 for definitions of the principles. Lastly, the principles in the figure 
have been arranged for visual ease, rather than in order of priority. 
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TABLE 2. THE COMMON TAXONOMY 

PRINCIPLE DEFINITION

Human Oversight, 

Judgement or Control 

AI actors should be informed actors and should exercise appropriate levels of 

oversight, judgement or control of the choices made – whether, when and how 

to delegate decisions and actions to AI systems; the ability to detect and avoid 

unintended consequences; and the ability to take steps (e.g. disengagement, 

provision of recourse or deactivation of systems) when such systems demonstrate 

unintended behaviour

Risk-Based Approach A preventative approach should be taken to minimise negative impacts and ensure 

that AI systems are used to achieve the intended goal through anticipating potential 

risks, taking measures to minimise those risks and taking mitigating actions to avert 

unintended harms

Human Dignity AI systems should not violate the inherent human state of being worthy of respect

Human Autonomy AI system should preserve human autonomy so that AI actors are able to make 

independent and informed decisions without AI systems removing their self-

determination

Public Engagement There should be open collaboration and exchanges with stakeholders for the 

development and governance of AI

International 

Cooperation

International cooperation should be pursued in order to avoid a malicious arms race 

and to promote safety regulations

Should Not Harm AI systems should not be developed with the aim of harming or deceiving humans 

Responsibility AI actors should ensure that AI systems are developed and used with appropriate 

levels of human judgement and care and by suitably trained human actors who 

remain responsible

Accountability Human actors should remain accountable for the decisions and actions performed 

by or based on an AI system, in accordance with their role in the AI system's life cycle

Impartiality AI systems should not create, follow or reinforce unintended biases

Inclusiveness All should be able to access the benefits of AI

Information Sharing AI actors should be duly informed when a decision is assisted by or made by an AI 

system or when their data is being collected for use in an AI system, if appropriate

Explainability Relevant AI actors should be able to appropriately understand the outcome of an AI 

system and/or how the system arrived at its outcome

Traceability Processes involved in AI systems should be documented to enable analysis of the AI 

system's outcomes and to address inquiries and audits, if appropriate

Compliance with Law All AI systems should be researched, designed, developed, deployed, and used in 

compliance with national and international law

Privacy AI systems should not infringe on the right to private life

Data Protection AI systems should ensure that the collection, use and disposal of personal data 

respects appropriate national and international data protection regulations where 

relevant, such as when training AI algorithms
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Social Benefit AI systems should generate measurable social benefits, such as increase in quality 

of life or public well-being, promote inclusive development and universal welfare, 

narrow disparities, improve safety, and avoid a malicious AI race

Economic Benefit AI systems should generate measurable economic benefits, such as increasing 

or facilitating economic competitiveness, creating innovations, facilitating new 

industries, adding value to economic processes, improving the economic well-being 

of people and economic stability, and helping the economic adaptability of job 

losses resulting from AI innovations

Environmental 

Friendliness

The development of AI systems should take place in an environmentally friendly 

manner, including ensuring the protection of the environment and environmental 

resources

Education AI-relevant training and educational programmes based on the latest developments 

should be provided at the societal scale to ensure responsible development and use 

of AI systems and  prevent unintended harms or malicious use and generating or 

exacerbating inequalities 

Resilience AI systems should be tested appropriately to ensure that they function as intended 

in the circumstances of their use

Redundancy AI actors and users should not be over-reliant on AI systems and should possess 

the ability to continue operations as appropriate in case of failure of AI system(s)

Data Quality AI actors should ensure that AI systems are trained on data of sufficient quality, 

remove corrupt data and have quality control checks (either ex-ante or ex-poste) to 

ensure reliable and valid results

Safety Unintended harms should be avoided, addressed, prevented and eliminated 

throughout the life cycle of an AI system

Security Vulnerabilities to attack should be avoided, addressed, prevented and eliminated 

throughout the life cycle of an AI system



COMPARATIVE ANALYSIS OF AI 
PRINCIPLES ADOPTED BY STATES

To identify a range of principles that states commonly 
perceive as being essential elements of Responsible 
AI, a comparative analysis of the AI principles adopt-
ed by states was conducted based on the common 
taxonomy. To conduct the analysis, each state’s AI 
principles were analysed and compared against the 
common taxonomy to identify which principles in 
the taxonomy feature among the principles adopt-
ed by the state (see annex A for numbers of states 
that have adopted each principle in the common 
taxonomy). The analysis considered both explicit-
ly adopted, stand-alone principles as well as those 

that were implicitly referred to in the explanations 
of the stand-alone principles. A comparison of the 
AI principles adopted by states against the common 
taxonomy revealed that the most commonly adopted 
principles include impartiality, inclusiveness, safety, 
human oversight, judgement or control, compliance 
with law, responsibility and social benefit (see Figure 
3). In contrast, the least commonly adopted princi-
ples include redundancy, international cooperation, 
education, should not harm, public engagement, 
environmental friendliness, data quality, human 
autonomy and economic benefit (see Figure 4).

FIGURE 3. MOST COMMONLY ADOPTED AI PRINCIPLES 

FIGURE 4. LEAST COMMONLY ADOPTED AI PRINCIPLES
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Disaggregating the data between explicitly and 
implicitly adopted principles shows which principles 
were most commonly adopted as stand-alone princi-
ples and which are most commonly adopted implicitly 
in the definition of another principle. In general, the 
principles adopted explicitly tend to focus on the 
technical characteristics of AI systems, for example, 

impartiality, explainability and human oversight, 
judgement or control were the most common explic-
itly adopted principles (see Figure 5). In contrast, 
principles adopted implicitly tend to focus on the 
societal impact of AI systems, such as public engage-
ment and social benefit (see Figure 6). 

FIGURE 5. MOST EXPLICITLY ADOPTED AI PRINCIPLES

FIGURE 6. MOST IMPLICITLY ADOPTED AI PRINCIPLES
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Furthermore, while there are not enough data points 
to conduct a comprehensive geographical compara-
tive analysis, it was possible to conduct a preliminary 
geographical analysis for the Asia-Pacific Group and 
Western European and Others Group. When compar-
ing these two regions, there were some similarities: 
the five most adopted principles of both groups 

include safety as well as impartiality and inclusive-
ness – both of which fall under the broad principle 
of fairness. In contrast, social benefit and risk-based 
approach featured more commonly in the case of the 
Asia-Pacific Group than explainability and compliance 
with law, which were more prominent in the Western 
European and Others Group.

FIGURE 7. MOST COMMONLY ADOPTED AI PRINCIPLES, WESTERN EUROPE-
AN AND OTHERS GROUP

FIGURE 8. MOST COMMONLY ADOPTED AI PRINCIPLES, ASIA-PACIFIC 
GROUP
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CONCLUSION 
AND NEXT STEPS

The research shows that, while the global AI policy landscape is still at 
a nascent stage, it is gradually evolving. An increasing number of states 
are developing AI strategies and policy instruments to guide the lawful, 
ethical, safe, secure and responsible research, design, development, 
deployment and use of AI. Among those that have adopted principles 
to this end there are commonalities in terms of which principles should 
inform the different stages of the AI life cycle from ideation to use, and a 
degree of shared understanding on what those principles entail. 

In the defence sector, currently only a handful of states and intergovern-
mental organisations have developed AI principles exclusively to guide AI 
applications in the defence sector. While in the next few years more states 
can be expected to adopt principles, the research presented here shows 
that states may have different approaches to ensuring the responsible 
use of AI in defence. Some states may not necessarily adopt defence AI 
principles. Instead, some states may develop other Responsible AI instru-
ments such as ethical AI risk-assessment frameworks, codes of conduct or 
a combination of instruments. Some may also use their sector-agnostic 
national AI principles or technology-agnostic ethics guidelines to guide 
the research, design, development, deployment and use of AI for defence 
purposes. 

Regardless of which Responsible AI tool is adopted, it is essential that it is 
put into practice in an effective and continuous manner. To this end, the 
second phase of this project will study existing defence-specific Responsi-
ble AI instruments and will explore the kinds of Responsible AI tools that 
are suitable for the defence sector. It will examine how different Respon-
sible AI tools can be operationalised, what gaps and challenges there are 
to effective operationalisation, and how they may be addressed. The proj-
ect will also address what new governance structures, if any, need to be 
put in place for the operationalisation of Responsible AI instruments in 
the defence sector. Moreover, since defence organisations work with the 
civilian AI industry to build AI systems, the next phase of the project will 
explore what measures can be taken to ensure that the civilian AI industry 
that works with defence organisations aligns with Responsible AI stan-
dards and requirements. 
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ANNEX A. FREQUENCY OF 
ADOPTION OF AI PRINCIPLES 
Number of states that have adopted each principle in the Common Taxonomy

PRINCIPLE NUMBER OF STATES

Impartiality 25

Explainability 21

Inclusiveness 21

Safety 20

Human oversight, judgment or control 19

Security 19

Compliance with law 18

Responsibility 18

Social benefit 18

Accountability 17

Information sharing 17

Privacy 17

Traceability 17

Data protection 16

Human dignity 12

Resilience 12

Risk-based approach 11

Economic benefit 10

Human autonomy 10

Data quality 9

Environmental friendliness 9

Public engagement 9

Should not harm 9

Education 6

International cooperation 5

Redundancy 2
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ANNEX B. DATA SOURCES 

The tables below include links to AI Principles documents (adopted by states and intergovernmen-

tal organisations) examined in this project.

INTERGOVERNMENTAL ORGANISATIONS

ORGANISATION DOCUMENT

North Atlantic Treaty Organization (NATO) NATO Principles of Responsible Use of Artificial Intelligence 

in Defence

European Union (EU) Ethics Guidelines for Trustworthy AI

United Nations Educational, Scientific and 

Cultural Organization (UNESCO)

Recommendation on the Ethics of Artificial Intelligence

Group of Government Experts on Emerging 

Technologies in the Area of Lethal Autonomous 

Weapons Systems (GGE on LAWS)

Guiding Principles affirmed by the Group of Governmental 

Experts on Emerging Technologies in the Area of Lethal 

Autonomous Weapons System

Council of Europe European Ethical Charter on the Use of Artificial Intelligence 

in Judicial Systems and their Environment

Organisation for Economic Co-operation and 

Development (OECD)

OECD Recommendation of the Council on Artificial 

Intelligence

International Finance Corporation (IFC) IFC Technology Code of Conduct – Progression Matrix

World Health Organization (WHO) Key Ethical Principles for Use of AI for Health

Global Privacy Assembly (GPA)12 Declaration on Ethics and Data Protection in Artificial 

Intelligence

Food and Agriculture Organization (FAO), 

Microsoft, IBM, Italian National Ministry of Inno-

vation, Pontifical Academy for Life and others

Rome Call for AI Ethics

Digital Economy Partnership Agreement (DEPA) Module 4 (Data Issues) and Module 8 (Emerging Trends and 

Technologies) of the Agreement

12   The GPA was previously the International Conference of Data Protection and Privacy Commissioners.

https://www.nato.int/cps/en/natohq/official_texts_187617.htm
https://www.nato.int/cps/en/natohq/official_texts_187617.htm
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://unesdoc.unesco.org/ark:/48223/pf0000381137
https://www.ccdcoe.org/uploads/2020/02/UN-191213_CCW-MSP-Final-report-Annex-III_Guiding-Principles-affirmed-by-GGE.pdf
https://www.ccdcoe.org/uploads/2020/02/UN-191213_CCW-MSP-Final-report-Annex-III_Guiding-Principles-affirmed-by-GGE.pdf
https://www.ccdcoe.org/uploads/2020/02/UN-191213_CCW-MSP-Final-report-Annex-III_Guiding-Principles-affirmed-by-GGE.pdf
https://rm.coe.int/ethical-charter-en-for-publication-4-december-2018/16808f699c
https://rm.coe.int/ethical-charter-en-for-publication-4-december-2018/16808f699c
https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449
https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449
https://www.ifc.org/wps/wcm/connect/publications_ext_content/ifc_external_publication_site/publications_listing_page/emcompass-note-80a-tocc-matrix
https://www.who.int/publications/i/item/9789240029200
https://globalprivacyassembly.org/wp-content/uploads/2018/10/20180922_ICDPPC-40th_AI-Declaration_ADOPTED.pdf
https://globalprivacyassembly.org/wp-content/uploads/2018/10/20180922_ICDPPC-40th_AI-Declaration_ADOPTED.pdf
https://www.romecall.org/the-call/
http://www.sice.oas.org/trade/DEPA/DEPA_index_e.asp
http://www.sice.oas.org/trade/DEPA/DEPA_index_e.asp
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STATES

STATE DOCUMENTS

Asia-Pacific Group

China • Governance Principles for the New Generation Artificial Intelligence

• Beijing Artificial Intelligence Principles

• Joint Pledge on Artificial Intelligence Industry Self-Discipline (Draft for Comment)

Cyprus • National AI Strategy

India • Responsible AI – Approach Document for India

Indonesia • Strategi Nasional Kecerdasan Artifisial

Japan • AI R&D Guidelines for International Discussions

• Social Principles of Human-Centric AI

Jordan • Jordan Artificial Intelligence Policy

Republic of Korea • National Strategy for Artificial Intelligence

• Artificial Intelligence Personal Information Protection Self-Checklist

Singapore • Model Artificial Intelligence Governance Framework – 2nd Edition

Thailand • Digital Thailand AI Ethics Guidelines

Türkiye • National Artificial Intelligence Strategy 2021–2025

United Arab Emirates • Smart Dubai AI Ethics Principles and Guidelines

Eastern European Group

Russian Federation13 • The Code of Ethics in the Field of Artificial Intelligence

Ukraine • National Strategy for Development of Artificial Intelligence

Latin American and Caribbean Group

Colombia • Marco Ético para la Inteligencia Artificial en Colombia

Uruguay • Estrategia de Inteligencia Artificial para el Gobierno Digital

Western European and Others Group

Australia • Australia’s AI Ethics Principles

• A Method for Ethical AI in Defence

Austria • Artificial Intelligence Mission Austria 2030 – AIM AT 2030

13  Russia's Code of Ethics precludes it from application in the military context and therefore it was not included in the analysis. However, 
the Code of Ethics was studied as the common taxonomy was built. 

https://www.chinadaily.com.cn/a/201906/17/WS5d07486ba3103dbf14328ab7.html
https://www.baai.ac.cn/portal/article/index/type/center_result/id/110.html
https://mp.weixin.qq.com/s/x7HTx4AR6oNBWwWxUpnSuQ
https://www.dmrid.gov.cy/dmrid/research.nsf/all/927EA351714F99EDC22587CE0028C090/$file/%CE%95%CE%B8%CE%BD%CE%B9%CE%BA%CE%AE%20%CE%A3%CF%84%CF%81%CE%B1%CF%84%CE%B7%CE%B3%CE%B9%CE%BA%CE%AE%20%CE%A4%CE%9D.pdf?openelement
https://www.niti.gov.in/sites/default/files/2021-02/Responsible-AI-22022021.pdf
https://ai-innovation.id/server/static/ebook/stranas-ka.pdf
https://www.soumu.go.jp/main_content/000507517.pdf
https://ai.bsa.org/wp-content/uploads/2019/09/humancentricai.pdf
https://www.modee.gov.jo/ebv4.0/root_storage/en/eb_list_page/ai_final_-_english_version.pdf
https://www.msit.go.kr/bbs/view.do?sCode=eng&mId=10&mPid=9&bbsSeqNo=46&nttSeqNo=9
https://www.privacy.go.kr/cmm/fms/FileDown.do?atchFileId=FILE_000000000842903&fileSn=0
https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Resource-for-Organisation/AI/SGModelAIGovFramework2.pdf
https://www.etda.or.th/getattachment/9d370f25-f37a-4b7c-b661-48d2d730651d/Digital-Thailand-AI-Ethics-Principle-and-Guideline.pdf.aspx?lang=th-TH
https://cbddo.gov.tr/SharedFolderServer/Genel/File/TRNationalAIStrategy2021-2025.pdf
https://www.digitaldubai.ae/pdfviewer/web/viewer.html?file=https://www.digitaldubai.ae/docs/default-source/ai-principles-resources/ai-ethics.pdf?sfvrsn=d4184f8d_6
https://a-ai.ru/wp-content/uploads/2022/02/The-Code-of-Ethics-in-the-Field-of-AI.pdf
https://wp.oecd.ai/app/uploads/2021/12/Ukraine_National_Strategy_for_Development_of_Artificial_Intelligence_in_Ukraine_2021-2030.pdf
https://www.usergioarboleda.edu.co/wp-content/uploads/2021/11/Marco-etico-para-la-inteligencia-artificial-en-Colombia-Maestria-en-Inteligencia-artificial.pdf
https://www.gub.uy/agencia-gobierno-electronico-sociedad-informacion-conocimiento/comunicacion/publicaciones/estrategia-inteligencia-artificial-para-gobierno-digital/estrategia
https://www.industry.gov.au/publications/australias-artificial-intelligence-ethics-framework/australias-ai-ethics-principles
https://www.dst.defence.gov.au/publication/ethical-ai
file:///Users/ribale/Downloads/2021-AIM_AT_2030_UA-bf%20(1).pdf
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Canada • Responsible Use of AI – Guiding Principles 

• Directive on Automated Decision-Making 

• A Framework to Assess the Military Ethics of Human Enhancement Technologies

• A Framework to Assess the Military Ethics of Emerging Technologies

Denmark • National Strategy for Artificial Intelligence

Finland • Work in the Age of Artificial Intelligence: Four Perspectives on the Economy, 

Employment, Skills and Ethics

France14 • For a Meaningful Artificial Intelligence: Towards a French and European Strategy

• Artificial Intelligence in Support of Defence

• Defence Ethics Committee: Opinion on the Integration of Autonomy into Lethal 

Weapon Systems

Israel • Harnessing Innovation: Israeli Perspectives on AI Ethics and Governance

Malta • The Ultimate AI Launchpad: A Strategy and Vision for Artificial Intelligence in Malta 

2030

Norway • National Strategy for Artificial Intelligence

Portugal • AI Portugal 2030

Switzerland • Guidelines for Artificial Intelligence for the Confederation

United Kingdom • Defence Artificial Intelligence Strategy

• Ambitious, Safe, Responsible: Our Approach to the Delivery of AI-Enabled 

Capability in Defence

United States • Department of Defense Adopts Ethical Principles for Artificial Intelligence

14  The documents listed here concern France's approach to AI in defence. However, since France has not yet adopted a set of principles these 
documents were studied, but not included in the analysis. 

https://www.canada.ca/en/government/system/digital-government/digital-government-innovations/responsible-use-ai.html#toc1
https://www.tbs-sct.canada.ca/pol/doc-eng.aspx?id=32592
https://cradpdf.drdc-rddc.gc.ca/PDFS/unc279/p805510_A1b.pdf
https://cradpdf.drdc-rddc.gc.ca/PDFS/unc395/p815098_A1b.pdf
https://eng.em.dk/media/13081/305755-gb-version_4k.pdf
https://julkaisut.valtioneuvosto.fi/bitstream/handle/10024/160980/TEMjul_21_2018_Work_in_the_age.pdf?sequence=1&isAllowed=y
https://julkaisut.valtioneuvosto.fi/bitstream/handle/10024/160980/TEMjul_21_2018_Work_in_the_age.pdf?sequence=1&isAllowed=y
https://www.aiforhumanity.fr/pdfs/MissionVillani_Report_ENG-VF.pdf
https://www.defense.gouv.fr/sites/default/files/aid/Report%20of%20the%20AI%20Task%20Force%20September%202019.pdf
file:///Users/ribale/Downloads/defence_ethics_committee_-_opinion_on_the_integration_of_autonomy_into_lethal_weapon_systems.pdf
file:///Users/ribale/Downloads/defence_ethics_committee_-_opinion_on_the_integration_of_autonomy_into_lethal_weapon_systems.pdf
https://sectech.tau.ac.il/sites/sectech.tau.ac.il/files/CAHAI%20-%20Israeli%20Chapter.pdf
https://malta.ai/wp-content/uploads/2019/11/Malta_The_Ultimate_AI_Launchpad_vFinal.pdf
https://malta.ai/wp-content/uploads/2019/11/Malta_The_Ultimate_AI_Launchpad_vFinal.pdf
https://www.regjeringen.no/contentassets/1febbbb2c4fd4b7d92c67ddd353b6ae8/en-gb/pdfs/ki-strategi_en.pdf
https://www.portugal.gov.pt/download-ficheiros/ficheiro.aspx?v=%3D%3DBAAAAB%2BLCAAAAAAABACzMDQxAQC3h%2ByrBAAAAA%3D%3D
https://www.sbfi.admin.ch/dam/sbfi/en/dokumente/2021/05/leitlinien-ki.pdf.download.pdf/leitlinien-ki_e.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/1082416/Defence_Artificial_Intelligence_Strategy.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/1082991/20220614-Ambitious_Safe_and_Responsible.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/1082991/20220614-Ambitious_Safe_and_Responsible.pdf
https://www.defense.gov/News/Releases/Release/Article/2091996/dod-adopts-ethical-principles-for-artificial-intelligence/
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