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  EXECUTIVE SUMMARY   
 
 

This report provides an initial insight into 
why the international security community 
may need to consider regulating artificial 
intelligence (AI) applications that fall in 
the digital grey zone between AI-enabled 
weapon systems (e.g. lethal autonomous 
weapon systems) and military uses of civil-
ian AI applications (e.g. logistics, transport). 
It also provides an initial exploration of the 
familiar tools the community has at its dis-
posal for such regulation. 

Attempts to leverage arms control ap-
proaches to address digital technologies 
is not a new phenomenon. Since the first 
Russian-sponsored General Assembly res-
olution in 1998 on developments in the 
field of information and communications 
technologies and international security, 
states have grappled with how to adapt 
the concepts and tools of arms control to 
digital technologies – from the legality of 
offensive and defensive cyber operations, 
to non-proliferation measures aimed at 
encryption and particular types of software, 
to debates on whether to ban or regulate 
autonomous weapon systems. 

Using the example of AI-enabled military 
decision support tools, this report offers 
an initial consideration of whether arms 
control approaches can enhance stability 
and reduce risks as military applications 
of AI become more widespread. Although 
it points to many areas where the “arms 
control toolbox” remains relevant or has 
potential to adapt, it also reaffirms the need 
for reconsideration of a much broader set 
of questions concerning how arms control 
is relevant to digital technologies, includ-
ing definitional issues (What is an “arm”?), 
the utility of physical control measures, 
whether future efforts should address reg-
ulating objects or behaviour, and who are 
the relevant stakeholders necessary for ef-
fective responses.

  UNDERSTANDING THE CHALLENGE   

The risks that AI-enabled military decision 
support systems pose to international 
stability and security can be grouped into 
three categories: limitations in the technol-
ogy itself, limitations in the humans tasked 
to use it and limitations in the environment 
in which it will be deployed.

	» Limitations in the technology:
	AI-enabled decision support 

systems often lack clear (or clearly 
articulated) success criteria. 

	Even when there are clear success 
criteria, algorithms encode histori-
cal constraints and biases, whether 
because they were provided with 
biased training data or used biased 
(or incorrect) assumptions, or for 
many other reasons.

	» Limitations in human users:
	Humans frequently struggle to 

use AI outputs correctly, whether 
owing to automation bias (where 
people rely on the AI output without 
questioning it) or algorithmic aver-
sion (where people reject AI outputs 
simply because they came from an 
algorithm). 

	Significant research on the human–
AI interface and the education of 
users and operators will be crucial 
for the relevant human decision 
makers to understand, trust or use 
AI outputs. 

	» Limitations in the environment:
	AI-enabled military decision support 

systems will likely be deployed in 
adversarial environments. There 
are many demonstrations of adver-
sarial “attacks” against AI systems 
that lead to significant misclassifica-
tion or misprediction. 

	AI-enabled military decision 
support systems will likely be used 
in complex environments in which 
unintended interactions between 
systems may occur in unexpected or 
undesirable ways. 
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  EXPLORING THE ROLE OF ARMS   
  CONTROL FOR AI  

Arms control measures do not exist in a 
vacuum but require an enabling environ-
ment in order to be effectively implemented, 
particularly if such measures are voluntary 
in nature and not legally binding. Strained 
relations between great powers, weakened 
multilateralism, erosion of existing regimes 
and agreements, and increased compe-
tition for political, military, and economic 
advantage are all factors that influence the 
impact or feasibility of certain tools and 
measures. 

Among the vast literature and different 
views on the objectives of arms control, the 
following four arms control objectives are 
particularly salient: 

1. Stability: To remove incentives for a 
first attack, to prevent accidental war 
and to reduce the risk of military esca-
lation through enhanced predictability 
and transparency

2. Safety: To reduce the risks attendant 
upon military operations

3. Legality: To ensure compatibility with 
international legal obligations, notably 
international humanitarian law and 
human rights law

4. Efficacy: To provide sufficient incen-
tives, and therefore good prospects, 
for the controls to be implemented and 
the desired conduct on the part of con-
cerned states to be produced

While all four of these objectives are rele-
vant when considering military applications 
of AI, the advent of AI in military deci-
sion-making blurs, in particular, the line 
between safety and stability: in traditional 
physical systems safety is associated with 
risk, while stability is linked to escalation, 
which is implicitly considered as intentional 
behaviour built on the assumption that 
humans are the ultimate decision makers. 
With increasing authority being delegated 
to AI systems, of which human operators 
may know too little, escalation may not be 
assumed to be “intentional” in the same 
way and may become the unintended result 
of unpredictable behaviour of algorithms. 

  THE ARMS CONTROL TOOLBOX  

While in theory no arms control tool has 
to be excluded by default to achieve these 
objectives, in practice – given the dual-use 
nature of the technology, the range of 
actors involved and the current political 
environment – “softer” tools may present 
greater opportunities for success in the 
short term, despite some of their inherent 
limits (e.g. being potentially hard to verify 
and enforce). This is further reinforced by 
the increasingly critical role played by the 
private sector in the field of AI, in many cases 
replacing academia as the main repository 
of the non-governmental technical and 
scientific expertise needed to meaningfully 
advance arms control discussions. 

Key insights emerging from the investiga-
tion of four traditional arms control tools 
can be summarized as follows:

 » International instruments, treaties 
and conventions 
o In the last two decades, attempts 

to apply traditional arms control 
approaches to digital technologies 
have struggled. It is unlikely that a 
new, single multilateral instrument 
regulating the military use of AI will 
be negotiated in the near future. 

o However, existing instruments and 
commitments can be leveraged to 
introduce restrictions on military AI 
applications. For example, Article 
36 of the 1997 Additional Protocol 
I to the Geneva Conventions may 
be particularly relevant. States could 
agree to incorporate AI-enabled 
decision support systems into the 
scope of “means or methods of 
warfare”, subjecting them to the re-
quirement of legal reviews outlined 
in this article.

 » International, regional and national 
export controls 
o While it would be hard to enforce 

export controls on algorithms, a 
possible solution includes regulating 
AI chips, the technology required to 
manufacture them or the cloud in-
frastructure supporting them.
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o Another option would be to focus 
on specific applications (e.g. audio 
and video manipulation technolo-
gies or decision support) rather than 
on their enabling technologies. 

 » Other national controls
o The development of a dedicated 

national directive could be used 
to create common baseline knowl-
edge between national users, 
suppliers and developers of military 
applications of AI, including those 
supporting decision-making. 

o This would include, for example, 
providing clear and shared defini-
tions of concepts and assigning clear 
levels of responsibility to different 
actors throughout the life cycle of 
any given AI military application 
(e.g. from development, to testing, 
fielding and employment). 

 » Voluntary measures: norms and 
standards 
o International, regional and national 

norms and standards are very 
powerful tools to promote the re-
sponsible development and safe 
adoption of a technology by states. 

o In the field of AI, the most significant 
achievement so far, at least at the 
multilateral level, has been the en-
dorsement by the High Contracting 
Parties to the Convention on Certain 
Conventional Weapons in 2019 of 
11 guiding principles. 

o An area in which the transferability 
of good practices from the cyber 
and information and communica-
tions technologies sector could be 
explored is the development of 
standards. Given the highly tech-
nical nature of the issue, industry 
is likely to take a leading role in 
the development of such standards, 
but it is important that states are 
involved in this process in order to 
maximize prospects for adoption. 

o Finally, codes of conduct and 
principles. In the field of AI, many 
initiatives led by industry, national 
agencies or international organi-
zations have approached “soft” 
regulation by means of AI principles. 
Leveraging these commitments and 
expressions of good intentions at 
the multilateral level remains an 
underused tool in international se-
curity discussions. 

 
 » Confidence-building measures
o Confidence-building measures 

(CBMs) are voluntary measures 
designed to prevent hostilities, to 
avert escalation, to reduce military 
tension and to build mutual trust 
between countries or communities. 

o A relatively accessible CBM in 
support of transparency would 
be the development and public 
release of the national regulatory 
framework for AI-enabled military 
decision support (e.g. AI strategies, 
policies, directives and guidelines). 
This would also provide a baseline 
or blueprint for other governments 
in the process of developing their 
own regulatory frameworks. 

o However, as different stakehold-
ers play distinct roles within the 
AI ecosystem, it is important to 
differentiate between types of 
measure that could be designed for 
different types of interaction (e.g. 
continued engagement in govern-
ment-to-government dialogue, joint 
development of standards between 
governments and industry, estab-
lishment of a neutral international 
scientific research centre [similar 
to CERN], or less institutionalized 
exchanges of knowledge to engage 
with the scientific community).
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  THE WAY FORWARD  

A number of key takeaways can be extracted 
from this report, acknowledging that some 
of them might be relevant for multilateral 
discussions that go beyond the specific ap-
plication of AI to military decision support 
and include wider applications of digital 
technologies (from cyber to autonomous 
weapon systems). In particular: 

1. AI in military decision support 
systems is an area that deserves 
further attention from the interna-
tional security community in order to 
manage risk and potential for instability

. 
2. The traditional objectives of arms 

control (stability, safety, legality, ef-
ficacy) remain valid and applicable 
even when dealing with AI-enabled de-
cision support systems. 

3. The traditional arms control toolbox 
(e.g. international instruments, export 
control, voluntary measures, CBMs) 
will not become obsolete if the arms 
control community is open and willing 
to embrace new forms of collabora-
tion as well as adapt traditional ones 
to fully leverage the know-how of the 
scientific expert community, most 
of which now resides in the private 
sector. This also entails creating more 
opportunities for exchanges and 
cross-fertilization of ideas and perspec-
tives by involving industry and scientific 
experts in relevant arms control dis-
cussions as well as by ensuring that 
the arms control community actively 
engages with such actors in their rele-
vant forums.

4. There is no “one stop” solution. A web 
of responses and incentive structures 
that target – and draw on the expertise 
of – different stakeholder groups will be 
required to effectively respond to the 
challenges posed by embedding AI in 
decision support applications. 

5. The range of possible measures 
described in this report does not 
always require government leader-
ship nor, in some cases, government 
direct participation (e.g. industry-led 
standardization processes, scientific 
knowledge exchanges). However, for 
these measures to produce meaning-
ful impact on strategic stability and 
security, they would require recogni-
tion and downstream support by state 
actors. Industry can play a critical role 
provided it is given the opportunity 
to meaningfully engage with the arms 
control community.

6. Building on this last point, as thought-
leader in AI, industry has its own 
responsibilities: from including legal 
and ethical considerations in their inno-
vation policies and practices applied to 
AI, to be willing to consistently engage 
with regulatory processes at the in-
ternational and national levels. This is 
particularly relevant for industry de-
veloping AI directly for defence, or for 
the broader industrial base developing 
potential dual-use AI algorithms or ap-
plications. Current efforts by a range 
of private sector actors to develop 
standards, or principles of responsible 
development of AI applications (e.g. 
transparency, reliability, security) are 
particularly relevant for the current 
debate on the international security im-
plications of AI.  

While the arms control community has 
been focused for the past several years 
on autonomous weapon systems, con-
sideration of the international security 
dimension of AI-enabled decision support 
tools should also be part of the communi-
ty’s deliberations. A practical contribution 
to this endeavour would be additional 
research on the international security impli-
cations of technical aspects of algorithmic 
decision-making (e.g. explainability, pre-
dictability) in both weapon and decision 
support tools, as well as further explora-
tion of softer regulatory approaches with 
greater involvement from the research and 
technical communities, as well as industry.
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  1. CONTEXT   

1  In 2017 Canada launched development of the world’s first national AI strategy (the Pan-Canadian Artificial intelligence 
Strategy). For an overview of national AI policies, see OECD AI Policy Observatory (2020). 
2  While earlier uses of the term “AI arms race” have been documented, the trend of describing global AI competition as 
an arms race in the media started accelerating in 2015. For a sample of such reports in the popular press, see Apps (2019); 
Cohen (2017); Hughes (2017); Pecotic (2019); Scharre (2020); Thompson & Bremmer (2018). 
3  While there is no universally accepted definition of an “arms race” or even “arms control”, there is a well-developed 
literature on different definitional approaches and metrics. See, for example, Hammond (1993). For an introduction to the 
basic concepts of arms control, including its objectives, definitions and history in the modern age, see Goldblat (2002, 
1–47). 
4  AI is a “general purpose technology”, commonly defined as “a new method of producing and inventing that is import-
ant enough to have a protracted aggregate impact” (Jovanovic & Rousseau, 2005). Other general purpose technologies 
include electricity and the steam engine. 
5  For a general introduction to AI written for arms control policy makers, see UNIDIR (2018b). 

Advances in artificial intelligence (AI) 
promise revolutionary benefits, optimiza-
tion and competitive advantage in every 
sector, from health care and transporta-
tion, to entertainment and agriculture, 
to education and policy-making. Around 
the world, we are witnessing a period of 
massive public and private investment in 
AI as well as a growing number of national 
AI strategies and road maps indicating ob-
jectives and targets for the years to come.1 

This surge to seize the promise of AI coin-
cides with a period of growing international 
tensions and erosion of trust between major 
powers. Unsurprisingly, global competition 
to harness ever more powerful AI is also 
impacting existing great power rivalries, as 
reflected in changing national defence and 
security strategies, as well as the percep-
tion of who will be the key stakeholders in 
this increasingly strategic domain.

This growing competition is frequently 
described in the language of conflict and 
warfare. An increasingly common descrip-
tion is that the superpowers are engaged 
in an “AI arms race”, as a consequence of 
the national interest both in the defence 
and security applications of AI and in its 
perceived strategic importance.2 

In the strictest sense, an “arms race” refers 
to a competition between two or more 
states in the pursuit of military superiority.3 
It traditionally has both a quantitative di-
mension (number of armaments or forces) 
and a qualitative dimension (superior tech-
nology). The term “AI arms race” is widely 
used in a much looser sense to refer to 
fierce global strategic competition in AI. It 

may, for example, refer to the technolog-
ical dominance of a company, the ability 
to leverage AI in increasingly sophisticated 
offensive and defensive cyber operations, 
the use of algorithms to manipulate human 
behaviour through news feeds and deep 
fakes, or the use of AI to enhance the capa-
bilities of weapon systems. Simply put, AI is 
not a weapon, it is an enabling technology.4

 1.1 MILITARY INTEREST IN AI  

As an enabling technology, AI can be used 
to enhance or amplify existing capabilities 
and resources or to exploit data to identify 
patterns or make predictions or recom-
mendations.5 As such, AI systems can offer 
benefits to nearly every application: lo-
gistics, navigation, resource allocation, 
recruitment, health monitoring, translation, 
content analysis and more. In this way, 
military interest and investment in AI is no 
different than that of the civilian sector. 
Technological advances in autonomous 
vehicles, for example, could be deployed 
for personal transit, scientific exploration, 
humanitarian relief, medical evacuation or 
military convoys. 

There is a wide spectrum of AI applica-
tions that militaries and defence forces 
are keen to leverage. On one end of the 
spectrum are those same applications as in 
the civilian sector, such as logistics, trans-
lation, image recognition, navigation or 
health diagnostics. At the other end of the 
spectrum are potential AI-enabled appli-
cations unique to the defence sector, such 
as physical weapon systems or offensive 
cyber operations, and the cyber–physical 
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systems that support them.6 In the middle 
of the spectrum lie a range of AI-enabled 
applications applied to subjective or pre-
dictive tasks that support decision-making 
and analysis. These too have both civilian 
and military applications. 

  1.2 AI POLICY REGULATION  

The AI policy regulation landscape is far 
from homogeneous, varying not only by 
country but also by application. Even within 
countries, local governments have taken 
very different approaches to different 
AI-enabled applications, such as auton-
omous vehicles and facial recognition. In 
many countries, debates about the regula-
tion of AI-enabled applications have been 
characterized as pitting those who embrace 
“permissionless innovation”7 against those 
favouring the precautionary principle. 

Equally vast is the variety of regulatory 
responses being adopted, from hard mea-
sures, such as bans in some locations on 
particular uses of facial recognition, to soft 
measures, such as the development of 
IEEE P7000 standards by a global body of 
experts.

The most common narrow applications of 
AI, while dual use, are largely developed 
by the private sector for non-military ap-
plications. Even in the absence of specific 
legislation or regulatory frameworks, when 
concerns arise about these applications, 
they are scrutinized nationally and interna-
tionally by researchers, consumer groups 
and advocacy or rights organizations, 
and the producer or operator is under 
public pressure to respond. For example, 

6  Harmful or malicious uses of AI applications by non-state actors, including individuals, proxies or criminals groups, are 
beyond the scope of this report.
7  Thierer (2016) defines permissionless innovation as “the notion that experimentation with new technologies and 
business models should generally be permitted by default. Unless a compelling case can be made that a new invention will 
bring serious harm to society, innovation should be allowed to continue unabated and problems, if any develop, can be 
addressed later”. Supporters of this concept believe that the precautionary principle disincentivizes innovation, lowers the 
quality of goods and services, and may negatively impact economic growth.
8  Lethal autonomous weapon systems, sometimes called “killer robots”, have been the subject of expert discussion since 
2014 within the framework of the Convention on Certain Conventional Weapons; see UNOG (2020b). The use of informa-
tion and communications technologies in the context of international security (or “cyber warfare”) has been the subject of 
negotiations within the United Nations framework since 2004; see UNODA (2020a).
9  Some military officials have announced clear “red lines” for the deployment of AI within nuclear command and control. 
Director of the US Department of Defense Joint Artificial Intelligence Center Lt. Gen. Jack Shanahan recently stated: “You 
will find no stronger proponent of integration of AI capabilities writ large into the Department of Defense … but there is 
one area where I pause, and it has to do with nuclear command and control,” see Freedberg Jr. (2019). For an overview of 
considerations of AI in nuclear command and control, see for example Borrie (2019); Reiner and Wehsener (2019). 
10  See for example Deeks (2018); Partnership on AI (2019). 

demands for algorithmic fairness, account-
ability and transparency have pressured 
corporations and governmental bodies to 
modify, mitigate, improve or halt the use 
of particular AI-enabled applications. Such 
pressure has, for example, raised aware-
ness of gender and racial bias in data sets 
and resulted in improvements in voice 
recognition and image classification. These 
improvements benefit both civilian and 
military applications. 

AI-enabled weapon systems and AI-en-
hanced cyber operations are the subject 
of ongoing multilateral arms control 
discussions at the United Nations.8 This 
report considers, instead, AI in military 
decision-making and support systems 
and whether the use of AI in such systems 
could raise novel risks and potential 
hazards to international security. Deci-
sion support applications are not weapon 
systems in themselves and thus have not 
yet been the subject of international arms 
control efforts. An area of early debate 
has been the potential benefits and risks 
of deploying AI in nuclear command and 
control systems.9 Other areas include 
using predictive analytics in military de-
tention or targeting decisions, similar to 
how algorithms are already deployed (and 
contested) in criminal justice and domestic 
policing applications in some countries.10 

Attempts to leverage arms control ap-
proaches to address digital technologies 
is not a new phenomenon. Since the first 
Russian-sponsored General Assembly 
resolution in 1998 on developments in 
the field of information and communica-
tions technologies (ICTs) and international 
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security,11 states have grappled with how 
to adapt the concepts and tools of arms 
control to digital technologies – from the 
legality of offensive and defensive cyber 
operations, to non-proliferation measures 
aimed at encryption and particular types of 
software, to debates on whether to ban or 
regulate autonomous weapon systems. 

Using the example of AI-enabled military 
decision support tools, this report offers 
an initial consideration of whether arms 
control approaches can enhance stability 
and reduce risks as military applications 
of AI become more widespread. While 
it points to many areas where the “arms 
control toolbox” remains relevant or has 
potential to adapt, it also reaffirms the need 
for reconsideration of a much broader set 
of questions concerning how arms control 
is relevant to digital technologies, includ-
ing definitional issues (What is an “arm”?), 
the utility of physical control measures, 
whether future efforts should address 

11  UNGA (1999a).

regulating objects or behaviour, and who 
are the relevant stakeholders necessary for 
effective responses. 

This report considers whether particular 
military AI applications may create partic-
ular risks to international stability that we 
normally turn to arms control to address 
and identifies an initial set of potential re-
sponses. Chapter 2 describes why this set of 
military applications might raise novel (or 
compound existing) stability concerns not 
yet addressed through existing frameworks 
or controls. Chapters 3 and 4 consider the 
potential for arms control to help address 
or mitigate these risks. Chapter 5 provides 
a synthesis of the way forward.
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  2. FRAMING THE PROBLEM   

12  JAIC (2019).

  2.1 EXPLORING THE BENEFITS  

At present, AI systems are predominantly 
used for narrowly defined tasks in which 
there is a clear way of assessing success. 
For example, an image either does or does 
not contain a dog, the patient either does 
or does not have cancer, the AI either does 
or does not win the game of Go. AI is often 
employed to identify novel solutions in sit-
uations where humans do not know how 
to achieve success or the required rates 
of success. But present-day AI systems all 
depend on precise measures of perfor-
mance, and many of the uses that have 
generated controversy – such as using AI 
to detect hate speech or predict recidivism 
risk – are problematic partly because there 
are not widely agreed-on or easily mea-
sured standards for assessing “success”. 
For example, the use of risk assessment 
algorithms and machine learning in predic-
tive policing efforts has revealed significant 
cultural biases within communities and has 
resulted in costly litigation and even lethal 
mistakes.

As noted above, AI systems are rapidly 
spreading across a range of military 
contexts and applications. Much of the at-
tention on military AI systems has focused 
on weapons themselves, primarily on au-
tonomous weapon systems. International 
arms control discussions on increasingly 
autonomous weapons have been under 
way at the United Nations since 2014, 
alongside multiple efforts by diverse 
groups to develop standards, guidelines or 
regulations governing or prohibiting such 
systems. However, what has been largely 
absent from the arms control discussion 
is attention directed to other AI-enabled 
military applications that support weapon 
systems and decisions to use them.

These applications include AI performing 
classification and prediction tasks, includ-
ing signals or intelligence processing and 
decision support. In many contexts, these 
tasks are integral parts of processes that 

can lead to targeting or other decisions to 
exercise lethal force. These tasks all appear 
to have clear success criteria – the individ-
ual either is or is not a legitimate target, the 
vehicle either is or is not a tank, and so on – 
and so AI systems appear to be well suited 
to them. Decision support AI systems may 
provide guidance and insight to decision 
makers in, for example, command and 
control, including tactical and strategic 
planning; adversary prediction; targeting 
decisions; and information, surveillance 
and reconnaissance. For the purposes of 
this report, these applications are referred 
to as military decision support AI systems, 
or as AI-enabled military decision support 
systems. 

AI-enabled decision support systems have 
the potential to provide enormous ben-
efits to militaries. For example, modern 
militaries often have access to large-scale 
information, surveillance and reconnais-
sance sensor data that cannot be efficiently 
or effectively processed by humans alone 
and require significant AI assistance. Alter-
nately, targeting decisions could be readily 
supported by image or video classification 
and tracking AI systems. While recogniz-
ing the potential benefits of deploying 
AI systems for these tasks, it is necessary 
to also consider if such applications may 
present risks and, if so, what could be done 
to address those risks. 

Advanced militaries around the world have 
publicly declared their intention to use AI 
systems to support intelligence analysis 
and planning and to more generally assist 
human decision makers in having better 
situational awareness and understanding. 
By way of example, the US Department of 
Defense recently requested proposals for 
AI elements in its Joint Warfighting Na-
tional Mission Initiative,12 partly to improve 
its soldiers’ ability to understand and use 
sensor intelligence. Or consider the prom-
inent role for AI in situational awareness 
and information superiority in the 2019 
defence white paper that guides Chinese 
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military development and acquisition13 
as well as the relevance of the establish-
ment in India of the High Level Defence AI 
Council, which will provide strategic guid-
ance toward AI-driven transformation in 
defence.14 Precisely because these systems 
are not weapons and because they are fre-
quently integrated into existing processes 
and workflows, one may expect to see them 
developed and deployed quite quickly and 
outside many of the normal, weapon-cen-
tric military acquisition processes. Because 
decision support AI systems are rarely un-
derstood as potentially problematic to the 
same degree as weapon systems, they are 
not typically subjected to the same kinds of 
oversight and testing as weapons. 

One key reason why AI-enabled decision 
support systems have received relatively 
less attention from the arms control com-
munity is that these systems are always 
deployed in conjunction with a human 
decision maker. As such, they appear 
to present fewer of the legal or ethical 
concerns that have been raised about au-
tonomous systems. However, AI-enabled 
decision support systems can lead human 
decision makers to choices that undermine 
stability and safety, potentially without cor-
responding gains in efficacy. For example, 
if an information, surveillance and recon-
naissance AI system makes significantly 
distorted or incorrect classifications, then 
the human decision maker who receives 
that “information” could unknowingly 
make poor decisions. Of course, bad in-
formation has always negatively impacted 
decisions. But when significant aspects of 
the decision process are “offloaded” to an 
AI system, or when the human decision 
maker does not understand the capabili-
ties and limitations of that system, there is 
much greater potential for unintentionally 
destabilizing decisions. 

Even if these systems have received little at-
tention from the arms control community, 

13  State Council Information Office (2019). 
14  Sarangi (2019). 
15  See Shane and Wakabayashi (2018); Tiku (2018). 
16  Tech worker protests have not been limited to military applications; domestic applications, particularly by law en-
forcement and border control agencies, and in particular the use of surveillance and facial recognition technologies, are 
the subject of increasingly vocal concern. Recent events, including high-profile incidents of racial injustice and the use of 
force in response to peaceful protests, have also served as a catalyst for broader societal conversations about the legality 
and ethics of particular uses of AI-enabled technologies. 

they have been a catalyst for tech industry 
workers and the research community. Their 
concern received international attention 
in 2018 when over 4,000 Google employ-
ees protested the company’s work on a 
US Department of Defense project using 
AI to interpret footage from unmanned 
aerial vehicles, stating, “We believe that 
Google should not be in the business of 
war”.15 Other large tech companies, such 
as Amazon and Microsoft, have seen their 
employees question the ethics of working 
on defence contracts, including for facial 
recognition technology and cloud comput-
ing services. Many claim that they would 
never choose to work on a weapon system 
or for the military and believe that these 
sorts of application may ultimately support 
weapon targeting with decreasing human 
oversight or intervention.16

  2.2 UNDERSTANDING THE RISKS  

Recent years have revealed a wide range of 
limitations on using AI systems for classifi-
cation and prediction tasks. Seven concerns 
in particular should be highlighted when 
considering the risks of AI-enabled military 
decision support systems. These concerns 
can be grouped into three categories: lim-
itations in the technology itself, limitations 
in the humans tasked to use it and limita-
tions in the environment in which it will be 
deployed (figure 1).

Many natural contexts for AI-enabled deci-
sion support systems actually do not have 
clear (or clearly articulated) success 
criteria. As a result, it is challenging for 
these AI systems to perform particularly 
well in specific tasks, even if all else works 
correctly. For example, consider the clas-
sification task of identifying individuals 
engaged in hostile activities. The category 
of “hostile action” does not have sharp 
boundaries, nor are there clear signals that 
always (and only) indicate such actions. The 
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same behaviour could be perceived by one 
person as hostile and by another as helpful, 
perhaps because they have different 
knowledge about social norms or customs. 
However, the AI system simply classifies 
and so will inevitably favour one or the 
other of these interpretations. In addition, 
AI systems in these contexts are more 
likely to encounter difficult edge cases or 
significant ambiguities, and these inputs 
are typically the most challenging for AI 
system performance. Unless there is sub-
stantial education of the human decision 
makers about limitations and imposed in-
terpretations, decision support AI systems 
may contribute to a skewed understanding 
or awareness of the situation.

Even when there are clear success criteria, 
algorithms are now recognized to encode 
historical constraints and biases, whether 
because they were provided with biased 
training data or used biased (or incorrect) 
assumptions, or for many other reasons.17 

17  The list of papers on algorithmic bias is much too long to include here. For an overview of algorithmic bias, see 
UNIDIR (2018a).  Other early representative papers include Barocas and Selbst (2016); Danks and London (2017). 
18  Ferguson (2017).

In some contexts, this connection to his-
torical factors is the key to success, but 
in others, it can lead to quite problematic 
algorithmic outputs. For example, a predic-
tive policing algorithm that is trained on 
data reflecting historic racially biased po-
licing practices will replicate those biases 
in its subsequent predictions.18 Algorithmic 
adjustments could compensate for some 
of these biases, but often only at the cost 
of introducing or exacerbating other kinds 
of bias. A designer, for example, might be 
able to reduce moral biases, but only by 
increasing statistical biases. Algorithmic 
biases and trade-offs in AI-enabled mili-
tary decision support systems are similarly 
inevitable. Relatedly, algorithms can exhibit 
surprising and problematic errors if their 
use contexts are changed from the histor-
ical ones. In dynamic, fluid situations such 
as conflicts or disputes, the historical data 
and the resulting algorithm might not track 
the changing circumstances. These con-
cerns are magnified given the complexities 

Overview of Limitations Associated 
with AI-Enabled Decision Support Systems FIGURE  1  
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of data collection in adversarial and rapidly 
changing international environments; train-
ing data may be biased, unrepresentative 
or otherwise fail to capture key elements of 
the specific use context.

A second category of concern refers to lim-
itations in the users. Humans frequently 
struggle to use AI outputs correctly, 
whether owing to automation bias (where 
people rely on the output without ques-
tioning it) or algorithmic aversion (where 
people reject outputs simply because they 
came from an algorithm).19 In addition to 
the development of the system itself, sig-
nificant research on the human–AI interface 
and the education of users and operators 
will be crucial for human decision makers 
to understand, trust and effectively use AI 
outputs. 

A last set of concerns relates to the en-
vironment in which systems might be 
used. AI-enabled military decision support 
systems will usually be used to support 
operations in adversarial environments. 
There are many demonstrations of ad-
versarial “attacks” against AI systems that 

19  For example, see Albright (2019); Dietvorst et al. (2015); Skitka et al. (2000).
20  Athalye et al. (2018). 
21  Eykholt et al. (2018).
22  Danks (2020).

lead to significant misclassification or 
misprediction. In two of the best-known 
examples, the application of apparent 
noise to an image led to a plastic turtle 
being classified as a rifle,20 while the ap-
plication of pieces of tape led to a stop 
sign being perceived as a yield sign.21 In 
these and many other cases, adversarial 
attacks can produce significant errors in AI 
outputs. Moreover, these attacks can often 
be conducted in ways that are largely un-
detectable by humans. In a military context, 
for example, a decision support system 
providing intelligence about an area under 
an adversary’s control could be tricked into 
producing quite incorrect classifications or 
predictions, thereby leading to significant 
potential harm to civilians or an incident of 
“friendly fire”.22

Some of the environmental concerns are also 
that AI-enabled military decision support 
systems will likely be used in complex 
environments in which unintended or 
undesired interactions between systems 
can be expected. A compelling example of 
the risks associated with unintended inter-
action between algorithms is provided by 
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algorithmic trading in the financial sector, 
which in 2010 played a crucial role in what 
became better known as the “Flash Crash”. 
The official report by the US Securities and 
Exchange Commission and the Commod-
ity Futures Trading Commission described 
how high-frequency trading algorithms 
automatically started executing buying 
and reselling orders, some at irrational 
prices as low as one penny or as high as 
$100,000.23 As a result, investors witnessed 
nearly $1 trillion of value being erased 
from US stocks in a matter of minutes.24 
In the military context, these unintended 
interactions could arise within a single mil-
itary’s AI systems, between the AI systems 
of allies, or even between the AI systems 
of adversaries. The increased speed of AI 
systems compounds this risk, since unin-
tended interactions may occur too fast for 
human decision makers to intervene. 

Present-day AI systems, particularly those 
based on “deep learning”, are notoriously 
difficult to explain or understand, despite 
“explainable AI” being a major research 
area.25 The structure and training of these 
algorithms render them largely opaque to 
humans, whether users or developers. As 
a result, AI systems are often described 
as “black boxes”: they are capable of very 
high-accuracy predictions and classifica-
tions, but from the outside their workings 
are completely mysterious. Methods have 
been developed to incrementally improve 
understanding and testing of AI systems, 
but those methods are quite intrusive and 
require a level of access to the systems 
themselves that is in significant tension with 
military secrecy and compartmentalization. 
Militaries usually tip the balance of trans-
parency and secrecy toward the latter, and 
so AI systems could be considered “double 
black boxes”: the black box of the AI system 
inside the black box of organizations that 
are rarely transparent. Mechanisms such as 
third-party oversight are currently being 
used for other governmental applications 
of AI, such as child welfare or judicial deci-
sion-making, but are unlikely to be feasible 
control or oversight mechanisms for many 
military AI systems.

23  US Commodity Futures Trading Commission and US Securities and Exchange Commission (2010). 
24  Levine (2015). 
25  Guidotti et al. (2019). 

There are significant ongoing efforts in ci-
vilian contexts to address some of the seven 
challenges articulated above. AI safety is 
an active field of research that seeks to 
address or mitigate these unintended or 
harmful behaviours. Non-military uses 
of AI in industry and government are in-
creasingly subjected to significant formal 
and informal oversight, often leading to 
positive changes. Numerous corporations, 
particularly technology companies, are 
adopting principles or normative frame-
works for ethical and responsible use of AI. 
Professional organizations such as IEEE and 
the Association for Computing Machinery 
are developing codes of conduct and pro-
fessional ethics to guide AI developers. 
Section 4.3 of this report considers if these 
and other sorts of responses might be ap-
propriate for and adapted to the context of 
military decision support AI systems.
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  3. CONCEPTUALIZING ARMS CONTROL FOR AI  

26  Amodei et al. (2016, 21).

Originally, “arms control” was meant to denote rules of limiting arms competition (mainly 
nuclear) rather than reversing it. This term had a connotation distinct from “regulation 
of armaments” or “disarmament”, the terms used in the United Nations Charter. Subse-
quently, however, a wide range of measures have come to be included under the rubric 
of arms control, in particular, those intended to: (a) freeze, limit, reduce or abolish certain 
categories of weapons; (b) ban the testing of certain weapons; (c) prevent certain military 
activities; (d) regulate the deployment of armed forces; (e ) proscribe transfers of some 
militarily important items; (f) reduce the risk of accidental war; (g) constrain or prohibit 
the use of certain weapons or methods of war; and (h) build up confidence among states 
through greater openness in military matters. 

Jozef Goldblat, Arms Control: The New Guide to Negotiations and Agreements

  3.1 THE OBJECTIVES OF ARMS  
  CONTROL 

Among the vast literature and different 
views on the objectives of arms control, the 
following four arms control objectives are 
particularly salient: 

1. Stability: To remove incentives for a 
first attack, to prevent accidental war 
and to reduce the risk of intended 
or unintended military escalation 
through enhanced predictability and 
transparency.

2. Safety: To reduce the risks attendant 
upon military operations.

3. Legality: To ensure compatibility with 
international legal obligations, notably 
international humanitarian law and 
human rights law.

4. Efficacy: To provide sufficient incen-
tives, and therefore good prospects, 
for the controls to be implemented and 
the desired conduct on the part of con-
cerned states to be produced.

Traditionally, arms control has addressed 
both hardware (i.e. reduction or elimina-
tion of actual weapons) and behaviour (i.e. 
constraints on the deployment of military 
forces or equipment), but emphasis has 
been on agreements dealing with specific 
weapon systems. In part, this reflected the 
need to ensure verification (see box 2) of 
the agreements, which was more readily 
accomplished when a physical object 

could be monitored with a high degree of 
accuracy.

However, these four objectives are desir-
able and remain relevant in the context of 
military decision support systems that are 
not weapons in themselves. 

There are several ways in which the increased 
use of AI in military decision-making could 
undermine stability by triggering escala-
tion. For example, increased use of AI from 
certain military powers could encourage 
others to pursue weapons build-up and in-
vestment or first mover advantage in both 
the development and deployment of new 
systems and new capabilities (e.g. loitering 
munitions with increasingly long periods 
of autonomy, or increasingly autonomous 
underwater objects, that lower the risk and 
cost for the deployer but whose deploy-
ment could be perceived as aggressive). In 
addition, stability could also be undermined 
by unpredictable interactions between AI 
systems that lead to unintended escalation.

As a consequence, the objective of safety 
and risk reduction deserves particular at-
tention as it relates directly to the field of 
AI safety described in the previous chapter. 
In simple terms, AI safety refers to the 
technical, regulatory and ethical principles 
designed to reduce the risk of accidents 
in machine learning systems, where ac-
cidents are defined as “unintended and 
harmful behaviour that may emerge from 
poor design of real-world AI systems”.26 
Such accidents may be related to the 
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performance of an individual AI system  
or to the interaction between different AI 
systems.27

Transferring this example of unintended 
behaviour to the context of military op-
erations where AI systems may be used 
to increase the responsiveness of weapon 
systems or prioritize targets clearly high-
lights the importance of safe operations 
and the avoidance of unrestrained escala-
tion. These risks are not restricted to lethal 
autonomous weapon systems but apply to 
decision support AI systems as well.

In addition, the advent of AI in military 
decision-making blurs the line between 
safety and stability: in traditional physical 
systems, safety is associated with risk, while 
stability is linked to escalation, which is nor-
mally implicitly considered as intentional 
behaviour built on the assumption that 
humans are the ultimate decision makers. 
With increasing authority being delegated 
to AI systems, of which human operators 
may know too little, escalation may not be 
assumed to be intentional in the same way.

From a legality perspective, the key ques-
tion focuses on the non-transferability of 
the principle of accountability. Just as much 
of the international discussion on auton-
omous weapon systems has focused on 
debates over human control and responsi-
bility, similar questions about responsibility 
may arise when human operators or users 
rely on or base their actions on the AI 
system analysis or recommendation.28 

Finally, from an efficacy point of view, a key 
issue to consider is the dual-use nature of 
AI and its associated elements, from code 
to AI chips. Ensuring good prospects for 
the implementation of control measures, 
the achievement of desired outcomes, and 
the minimization of unintended negative 
externalities requires a system-level ap-
proach that takes into account incentive 
structures for all actors involved, including  
 

27  For an overview of risk and safety concerns of algorithms embedded in military systems, see UNIDIR (2016).
28  UNOG (2020b). 
29  Johnson (2011). 
30  While this paper focuses on arms control for strategic stability, these non-state actors have played a critical role 
in the development and implementation of a range of instruments that put the humanitarian element at their core. For 
example,  through rigorous political lobbying, awareness raising, collective activism, and stimulation of public conscience 
and public discourse, the International Campaign to Ban Landmines, global citizens and a variety of non-governmental 
organizations were instrumental in the adoption and signature of the Mine Ban Treaty. See Atwood (1999). 

states, industry and the community of AI 
researchers and developers. 

  3.2 THE ACTORS OF ARMS CONTROL 

Arms control is often understood as pri-
marily a state-led system characterized 
by state-to-state negotiations of bilateral 
and multilateral agreements and arrange-
ments through which states mutually agree 
to either limit the proliferation and regu-
late the use of weapons or prohibit them 
entirely. 

While states are undeniably at the heart of 
arms control, history is replete with examples 
of the instrumental role that non-govern-
mental stakeholders – non-governmental 
experts and professionals; civil society 
actors, such as advocacy organizations; 
industry groups; and others – have played 
at the domestic, national and transnational 
levels in advancing and realizing arms 
control objectives.29 

Scientists, engineers and technical experts 
have long been influential actors in many 
arms control processes and negotiations.30 
The knowledge base that has been relevant 
to weapon development is also essential for 
devising the best means of controlling or 
eliminating these weapons and for, eventu-
ally, verifying these processes. Thus, states 
have called on their expertise through both 
formal and informal mechanisms during 
the negotiation (and implementation) of 
instruments relating to nuclear, biological 
and chemical weapons, as well as do-
main-specific instruments, such as those 
focused on the seabed or outer space.
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Scientific advisers have had formal roles 
in the development of all arms control 
instruments related to weapons of mass 
destruction. A few examples: 

	» The conclusion of the Comprehensive 
Nuclear-Test-Ban Treaty in 1996 was 
preceded by the work of the Group of 
Scientific Experts, established in 1976 
to examine the optimal technologies 
needed to confidently verify an even-
tual nuclear test ban. 

	» A scientific and technical experts’ group 
has also been a feature of the 1972 Bio-
logical and Toxin Weapons Convention 
from its inception. The group led work 
on verification options for the treaty, 
and scientists, academics and industry 
experts provided direct scientific and 
technical expertise to states parties 
vital for the implementation of the 
Convention.31 

	» The Organisation for the Prohibition of 
Chemical Weapons, the implementing 
entity for the 1993 Chemical Weapons 
Convention, employs hundreds of tech-
nical experts engaged in the research 
and verification work that supports the 
Convention. 

The link between treaty, science and tech-
nology that is a feature of so many arms 
control agreements is well expressed on 
the Organisation for the Prohibition of 
Chemical Weapons website: “The Chemical 
Weapons Convention (…) is built on a scien-
tific foundation. Effective implementation 
requires technical expertise and scientific 
literacy for decision making.”32

There is also a long history of scientific 
experts creating their own networks and 
organizations in support of arms control. 
The International Panel on Fissile Mate-
rials – composed of lawyers, scientists, 
nuclear experts and negotiation special-
ists – provides key research and expertise, 
including drafting options, for a fissile 

31  King’s College London and Geneva Disarmament Platform (2017).  
32  Pontes (n.d.). 
33  Johnson (2011).  
34   Refers to diplomatic tracks: Track 1 between government officials; Track 2 between non-governmental experts; and 
Track 1.5, a combination of government officials and non-governmental experts.
35  For an overview of why additional engagement with the technical community is necessary in arms control processes 
focusing on emerging technologies, see Vignard (2018). 
36  Such as the International Committee for Robot Arms Control (see ICRAC [2020]) or the Campaign to Stop Killer Ro-
bots (see Campaign to Stop Killer Robots [2020]).

material cut-off treaty to support progress 
toward achieving a legally binding instru-
ment.33 In addition, many disarmament 
advocacy organizations have been founded 
by scientists and support scientific-evi-
dence-based policy-making and “Track 1.5” 
confidence-building measures (CBMs; see 
section 4.4),34 such as the Pugwash Con-
ferences on Science and World Affairs, an 
organization whose origins are in the an-
ti-nuclear Russell–Einstein Manifesto; the 
Bulletin of the Atomic Scientists, founded 
by Manhattan Project scientists; and Inter-
national Physicians for the Prevention of 
Nuclear War. National science academies 
have also been active participants and sup-
porters of various arms control regimes, 
and often their international projects have 
been Track 1.5 CBMs in their own right. 

In the context of multilateral processes 
related to digital technologies and 
international security, somewhat count-
er-intuitively, the role of scientific experts 
and technologists has been much slower 
and more limited.35 In the discussions on 
autonomous weapon systems within the 
framework of the Convention on Certain 
Conventional Weapons (CCW), some states 
have invited technical experts, mostly 
from national research establishments 
or universities, to serve as advisers on 
their delegations. Thus far, the CCW has 
no equivalent of, for example, the Group 
of Scientific Experts, which helped states 
understand the scientific techniques that 
could be best leveraged to verify a ban on 
nuclear testing. With no formal mechanism 
for engaging scientific experts in the mul-
tilateral discussions related to autonomous 
weapon systems, most scientific experts 
who have taken an interest in this field do 
so via one of the advocacy groups actively 
engaging with these discussions.36 

Multilateral discussions on ICTs and in-
ternational security have been even more 
closed to external expertise. It was only in 
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December 2019 that the first informal con-
sultations were held between states and 
non-governmental stakeholders, including 
the private sector,37 on the international 
security dimension of ICTs – an important 
yet overdue step in recognizing the critical 
role that non-government knowledge and 
expertise can play in advancing discussions 
and negotiations in the sophisticated and 
fast-paced digital sector. 

Overall, the private sector’s interest in, and 
engagement with, arms control processes 
on digital technologies has been slow. As 
an example, in the information technology 
sector a small number of major industry 
actors have begun to actively contribute 
to discussions at the multilateral level as 
well as champion the implementation 
of norms of responsible behaviour in cy-
berspace through mulitstakeholder and 
sector-specific initiatives.38 In contrast, 
industry leaders in AI, or industry groups 
representing this sector, remain noticeably 
absent from discussions on autonomous 
weapons, perhaps out of concern about 
negative public perception.

This points to an important change from 

37  See, for example, Permanent Mission of Switzerland to the United Nations (2020).
38  See, for example, the Cybersecurity Tech Accord (2020). 

the historical engagement of scientific 
expertise in arms control discussions: 
whereas historically much of the relevant 
non-governmental scientific expertise was 
in academia, in AI a large part is in the 
private sector. Many states may feel that in-
viting technical specialists from the private 
sector to advise their delegation – or nom-
inating them to serve as members of an 
international advisory committee – would 
be either a real or a perceived conflict of 
interest. Another complication in bring-
ing industry into multilateral discussions 
is the fact that the relationship between 
states and industry differs across coun-
tries, by sector, and, sometimes, even at 
the individual company (e.g. state-owned 
enterprises, partial state participation, or 
fully private).  This is an additional sensitive 
factor in considerations of how to engage 
industry in multi-stakeholder approaches 
at multilateral levels. 

As such, ‘engaging industry’ is not as 
straightforward as it might otherwise be. 
However, if this remains the case, new mo-
dalities will need to be developed to bring 
this expertise to bear on discussions on 
international security and AI.
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  4. THE ARMS CONTROL TOOLBOX AND AI:    
  STRENGTHS AND LIMITATIONS   
 

Traditionally, arms control has contributed 
to maintaining the “strategic stability“ 
among adversarial states through a series 
of different measures, ranging from legally 
binding agreements reducing or con-
straining forces, to softer arrangements 
designed to build confidence by enhanc-
ing transparency and predictability. These 

two approaches address different aspects 
of the overall problem: one concentrates 
on the reduction or elimination of actual 
weapon systems; the other seeks to condi-
tion their deployment (and the deployment 
of armed forces). 

   Multi-stakeholder Approaches to 
International Security and Emerging Technologies    BOX 1  

The international arms control community has acknowledged that addressing emerging 
technologies and international security requires a complementary and overlapping set 
of responses wielded by a range of actors. The most explicit articulation of this so far has 
been in the 2018 discussions on lethal autonomous weapon systems, where delegations 
recognized six stages in the context of emerging technologies in the area of lethal au-
tonomous weapon systems: 1

 » Political direction in the pre-development phase 
 » Research and development 
 » Testing, evaluation and certification 
 » Deployment, training, command and control 
 » •Use and abort 
 » •Post-use assessment 

National regulation, industry standards and international regulation were identified as 
three overlapping response mechanisms. Industry standards were considered more rel-
evant to research and development and to testing, evaluation and certification, while 
international regulation was considered likely to come into play in deployment, training, 
command and control as well as use and abort. National regulation was recognized to 
have a role in all six stages. 

Recognizing the importance of each response mechanism is a necessary step. However, 
much more needs to be done to strengthen links and coherence between them. How 
might interplay between them be fostered? For example, as technical bodies develop 
standards, how could awareness of international security concerns about dual-use ap-
plications be raised? Or how might the expertise of the AI safety research community 
be called on in arms control discussions? Without active promotion of such exchanges, 
including through establishing formal mechanisms for the regular participation of tech-
nical experts in arms control discussions and processes, such interactions are unlikely to 
happen on anything other than an ad hoc basis.

1 See the “sunrise slide”, GGE (2018, 14).
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How relevant are the traditional tools of 
arms control in the context of military ap-
plications of AI? There is no single answer 
to such a question, as in principle most 
traditional tools remain valid but require a 
different framing or approach to their im-
plementation, as well as engagement with 
different partners and stakeholders. 

Arms control measures do not exist in a 
vacuum and require an enabling envi-
ronment to be effectively implemented, 
particularly if such measures are voluntary 
in nature and not legally binding. Strained 
relations between great powers, weakened 
multilateralism, erosion of existing regimes 
and agreements, and increased compe-
tition for political, military and economic 
advantage are all factors that influence the 
impact or feasibility of certain tools and 
measures. Therefore, the following sec-
tions describe different types of tool and, 
for each, provide an illustrative example 
of how such tools could be relevant to 
addressing the use of AI-enabled deci-
sion-making systems. 

While in theory no arms control tool has 
been excluded by default, in practice 
– given the dual-use nature of the technol-
ogy, its intangibility, the range of actors, 
and the current political environment – 
“softer” tools (see sections 4.3 and 4.4) may 
present greater opportunities for success 
in the shorter term, despite some of their 
inherent limitations (e.g. being potentially 
hard to verify and enforce).

39  For example, an initial arms control measure that limited the testing of nuclear weapons to underground sites, the 
Limited Test Ban Treaty, was concluded in 1963. Bilateral agreements of ever-increasing scope followed, with the Anti-Bal-
listic Missile Treaty of 1972 and an alphabet soup series of SALT, START, SORT and New START treaties limiting the levels of 
strategic weaponry. In addition to the bilateral accords, multilateral agreements emerged with the conclusion of the Outer 
Space Treaty of 1967 (prohibiting weapons of mass destruction in space) and the 1968 Nuclear Non-Proliferation Treaty, 
enshrining both non-proliferation and disarmament obligations.
40  From 2004 until 2017, the United Nations Secretary-General established, at the request of the General Assembly, five 
Groups of Governmental Experts on Developments in the Field of Information and Telecommunications in the Context of 
International Security. In 2018, Member States agreed to establish a sixth limited membership Group of Governmental 
Experts as well as an Open-ended Working Group. See UNGA (2018); UNODA (2020a). 

  4.1 INSTRUMENTS, TREATIES AND  
  CONVENTIONS

Since the inception of arms control, the de-
velopment of legally binding instruments 
has been, to a certain extent, technology 
driven, either in response to how techno-
logical advancements could be leveraged 
in the military domain and affect strategic 
stability and security or in response to new 
possibilities offered by technology in the 
context of compliance, trust and confi-
dence (e.g. verification).

Arms control instruments can take the 
form of bilateral accords, as well as multi-
lateral ones, with the objective of agreeing 
on limitations or measures of restraint in 
support of non-proliferation and disarma-
ment. 39 

Initial attempts to apply traditional arms 
control approaches to digital technolo-
gies have struggled. For example, United 
Nations Member States have been discuss-
ing the international security dimension of 
ICTs for over two decades, with slow and 
limited success.40 Attempts to regulate 
or control computer code or algorithms 
as potential “cyber weapons” have not 
resulted in a single legally binding arrange-
ment or even a definition of the items or 
tools of concern (i.e. what constitutes a 
cyber weapon). Another key challenge 
related to digital technologies is reflected 
in the difficulty of designing an effective 
mechanism for monitoring compliance and 
enforcement of any hypothetical treaty or 
convention. With many states opposing 
attempts to develop a binding instrument, 
focus has been on affirming that existing 
international law applies to state use of 
ICTs, agreeing to 11 voluntary norms of 
responsible behaviour in the use of ICTs 
by states, and promoting a variety of 
confidence-building and cooperative mea- 
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sures to increase trust and stability among 
states.41 

In this context, it is reasonable to assume 
that a single multilateral instrument regu-
lating the military use of AI (e.g. a treaty, a 
convention) will not be negotiated in the 
foreseeable future. This does not mean 
that existing instruments and commit-
ments could not be leveraged to introduce 
restrictions on military AI applications. For 
example, prominent among the most widely 
supported international treaties dealing 
with the means and methods of warfare 
are the Geneva Conventions of 1949. More 
specifically, Article 36 of the 1997 Addi-
tional Protocol I to these Conventions (with 
177 states parties) may be particularly rel-
evant. The International Committee of the 
Red Cross, the custodian of the Geneva 
Conventions and international humanitar-
ian law, describes its function as follows:

Article 36 of the 1977 Additional 
Protocol I to the Geneva Conven-
tions of 1949 requires each State 
Party to ensure that the use of any 
new weapons, means or methods 
of warfare that it studies, develops, 
acquires or adopts comply with the 
rules of international humanitarian 
law. However, all States have an in-
terest in assessing the legality of new 
weapons, whether or not they are 
party to Additional Protocol I. Such 
assessments will contribute to en-
suring that the State’s armed forces 
can conduct hostilities in accordance 
with that State’s international obli-
gations. 42

While the International Committee of the 
Red Cross notes that it is up to each state 
party to establish its own review mech-
anism, there is an obligation that these 
mechanisms should constitute a perma-
nent and mandatory procedure for all arms 
development or acquisition. Although no 
timetable is specified for the review, the 
need to conduct it at an early stage of 
the development of any weapon system 

41  See UNGA (2015b). 
42  ICRC (2011). 
43  See, for example, Boulanin & Verbruggen (2017); Lewis (2019). 
44  For example, the US Department of Defense has recently established a subcommittee to address these concerns. See 
JAIC (2019).

is implicit in the obligation. Given this ex-
isting commitment, it should be practical 
to elaborate a measure relevant to military 
applications of AI to provide some further 
guidance. For example, states could agree 
to incorporate AI-enabled decision support 
systems in the scope of “means or methods 
of warfare”, subjecting such systems to the 
requirement of legal review. 

However, the combination of the secrecy 
that often characterizes legal reviews with 
the new, well-documented challenges 
posed by digital technologies makes the 
task of conducting legal reviews of AI-en-
abled military decision support systems 
particularly challenging. While legal 
scholars have already started identifying 
elements or properties for states to con-
sider when conducting Article 36 reviews 
of AI-embedded means or methods of 
warfare,43 significant advances could be 
made if states with higher capabilities and 
more experience in this field could share 
their good practices and lessons learned 
with other states (see section 4.4.1).

Relatedly, processes for testing, evaluation, 
validation and verification all are signifi-
cantly different for AI-based technologies 
than for traditional weapons. These systems 
exhibit greater context sensitivity and 
higher chances of surprising interactions, 
and so traditional notions of reliability 
are not always useful. Moreover, methods 
used in non-military AI contexts often rely 
on large amounts of field testing (e.g. au-
tonomous vehicles on urban roadways with 
human oversight) and so are not necessar-
ily usable for military decision support AI 
systems. Some military organizations have 
recognized the need to update their testing 
practices,44 but multi-stakeholder collabo-
ration (both between states and between 
states and industry) needs to increase on 
this issue.
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   The Challenges of 
Verification  BOX 2  

Agreements are not always adhered to, and the history of arms control and disarmament 
accords has witnessed numerous occasions when states parties were challenged over 
their compliance. And in the absence of a supreme authority to arbitrate compliance 
disputes, real or perceived violations of commitments can lead to the termination of 
accords (e.g. Russian–US disputes over compliance with the 1987 Intermediate-Range 
Nuclear Forces Treaty, which resulted in the termination of the agreement in 2019).
As such, a prerequisite for monitoring compliance is the ability to verify good, or bad, 
conduct by relevant actors (e.g. states, industry). 

Challenges of verification, whether technical or political, exist for most types of legally 
binding arms control instrument but become even more apparent when focusing on 
intangible technologies such as artificial intelligence: for example, how can verification 
be conducted on decision-making systems operated by algorithms that do not meet 
any internationally agreed standard for explainability and predictability? 
While these questions about verification might be new in the context of AI, they are 
not new in the context of arms control. When dealing with tangible, physical items (e.g. 
missiles, raw materials), accountancy verification methods can be applied (e.g. access 
control, transfer monitoring, inventory checks). 

Conducting verification of intangible technologies is a much more complicated 
endeavour. Examples exist of efforts by the international arms control community to 
conduct such verification in both the chemical and biological fields. In most cases, 
technical means of verification and fact-finding need to be based on strategies and 
tools more akin to risk assessment and statistically meaningful spot checks than to rigid 
accountancy controls, such as the system used in nuclear safeguarding.1

In the context of the Biological and Toxin Weapons Convention, the Third Review 
Conference established an Ad Hoc Group of Governmental Experts “to identify and 
examine potential verification measures from a scientific and technical standpoint”.2 The 
group, known as VEREX, held four annual sessions in which it examined and evaluated 
21 potential verification measures, acknowledging that “some measure in combination 
could provide enhanced capabilities by increasing, for example, the focus and improving 
the quality of information, thereby improving the possibility of differentiating between 
prohibited and permitted activities and of resolving ambiguities about compliance.”3

Thus, historical examples from other fields of arms control demonstrate that verification, 
while challenging, is not impossible to achieve when rooted on well-established 
multilateral, legally binding instruments. In the context of AI, and more specifically AI-
enabled decision-making systems, the nature of the technology combined with the 
absence of any form of international legally binding instrument makes verification 
difficult to design and implement.

1    Trapp (2019).
2 UNOG (1993, 1).
3 UNOG (1993, 8).
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  4.2 CONTROLS  

4.2.1 Export controls and trade 
restrictions

Export controls and trade restrictions have 
traditionally been the most immediate and 
practical tools to support implementation 
of non-proliferation-focused arms control 
by prohibiting or limiting the type or quan-
tity of specific equipment or materials, 
or restricting who might import them.45 
However, dealing with digital technologies 
such as AI raises the challenge to a whole 
different level: What should be restricted or 
prohibited? How could such restrictions be 
monitored and enforced?

The Wassenaar Arrangement, a multilat-
eral export control regime governing the 
export of sensitive dual-use materials, illus-
trates the challenges of regulating digital 
technologies using traditional arms control 
tools.46 In 2013, the Arrangement’s control 
lists were updated to include intrusion soft-
ware, in part owing to the implications of 
such software for human rights (and the risk 
of abuse). However, the changes, despite 
being well intentioned, had unintended 
consequences on cybersecurity research 
and international collaboration.47 Many 
voices raised concerns about the danger 
of overly broad definitions capturing le-
gitimate uses as well, such as penetration 
testing tools, which help identify vulnerabil-
ities in computer systems so that they can 
be patched. In December 2019, members 
agreed to increased controls over software 
designed or modified for the conduct of 
offensive military cyber operations, despite 
vocal concerns from the private sector and 
technical community that such controls 
could negatively impact legitimate cyber 
vulnerability assessments.48

Efforts to adapt dual-use export control 
regimes to account for the challenges 
of digital technologies exist also at the 

45  For example, the voluntary Missile Technology Control Regime calls for its members, which include most of the 
world’s key missile manufacturers, to restrict their exports of missiles and related technologies capable of carrying a 
500-kilogram payload at least 300 kilometers or delivering any type of weapon of mass destruction. See Davenport (2017). 
46  Zetter (2015). 
47  Cryptography has been subject to export controls for decades, long before gaining popular attention as the “crypto 
wars” of the late 1990s, when US export regulations required export licenses for encryption key larger than 40 bits. 
48  For a historical overview of the debate surrounding software export controls, see Ruohonen & Kimppa (2019). 
49   Immenkamp (2019). 
50   Lazarou & Lokker (2019). 

regional level. For example, the European 
Union is currently reviewing its dual-use 
export control legislation, taking into con-
sideration recent developments and trends, 
including “rapid scientific and technolog-
ical developments (e.g. cloud computing 
and 3-D printing), massive global data net-
works that are vulnerable to attacks, and 
the growing availability of cyber tools and 
information and communications technol-
ogies (ICTs) that can be used in violation of 
human rights”.49

Countries are also considering these ques-
tions at the national level. For example, in 
the United States of America, a range of 
AI technologies (e.g. AI chipsets, AI cloud 
technologies) and applications (e.g. audio 
and video manipulation technologies, deci-
sion support, teaching) have been included 
in the list of emerging technologies to be 
subject to the US Export Control Reform 
Act, which enables increased controls on 
emerging and foundational technologies 
deemed essential for national security. 
The Act supplements the already existing 
export control framework, which includes 
the Export Administration Regulations for 
“dual-use and less sensitive military items” 
and the International Traffic in Arms Regu-
lations for those articles and services with 
explicit defence purposes.50 

One last consideration related to export 
controls for AI is the need to carefully con-
sider what to control, balancing security 
needs with commercial considerations. For 
example, a recent paper by the Center for 
Security and Emerging Technology argues, 
“Equipment for manufacturing AI chips 
is likely a highly effective point of export 
control. Controls on such equipment effec-
tively constrain who will be able to produce 
cutting-edge AI chips in the future”. It 
continues, “AI chips themselves are not 
yet a promising target for expanded regu-
lation. Export controls on AI chips without 
prior imposition of export controls on the 
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equipment for manufacturing such chips 
will likely prompt targeted countries to 
invest in chip manufacturing capacity, 
achieve import substitution…”51

4.2.2 Other national controls 

In addition to export controls that focus 
on granting or denying access to a given 
technology, national controls could also 
be put in place focusing on AI in military 
decision-making processes, for example 
through the development of a dedicated 
national directive.52

National directives are transparent, author-
itative means through which governments 
can set the bar for their own internal stake-
holders (e.g. different parts of the national 
security apparatus), for the research and 
development community, and for industry, 
as well as, in some cases, influence policy 
development by other governments.

The content of such directives should 
be aligned with their purpose: creating a 
common baseline understanding of con-
cepts, actors, roles and responsibilities for 
the use of AI in military applications, in-
cluding those supporting decision-making. 
This would include, for example:

 » Providing clear and shared definitions 
of concepts

 » Assigning clear levels of responsibility 
to different actors throughout the life 
cycle of any given AI military applica-
tion (e.g. from development, to testing, 
fielding, and employment)

 » Describing the overarching policy on 
the use of such AI applications

 » Setting clear conditions and overarch-
ing requirements that any AI military 
application would need to satisfy (e.g. 
the need to ensure appropriate levels 
of human involvement) 

51  Flynn (2020). 
52  US DoD (2017). 
53  US DoD (2017).
54  In 2021, the CCW will undergo its Sixth Review Conference, during which the future of the Group of Governmental 
Experts on Lethal Autonomous Weapons Systems will also be discussed. Should the High Contracting Parties decide to 
renew the Group of Governmental Experts for one or more years, the development of such a model directive could be 
included in its mandate.
55  UNODC (2011).
56  ATT Assistance (2016).

 » Providing guidelines for specific issues 
(e.g. testing and evaluation of such 
applications)

As an illustrative example, the US De-
partment of Defense Directive 3000.09 
“Autonomy in Weapon Systems”, through 
its main text and supporting appendices, 
covers issues such as purpose, applica-
bility, definitions, policy, responsibilities, 
guidelines for review, verification, valida-
tion, testing and evaluation of autonomy 
in weapon systems.53 As the first such 
publicly available national directive on au-
tonomy, the directive was widely discussed 
in the framework of the CCW discussion on 
autonomous weapons and has been influ-
ential in shaping the terms of those talks 
and the positions of some other states. 

The international community, within the 
framework of the CCW, could consider de-
veloping a model of such a national directive 
to be used as a blueprint for states desiring 
guidance on developing their own.54 Exam-
ples of when this has been done in the past 
include the development of model laws to 
support the implementation of the United 
Nations Firearms Protocol55 or, at the re-
gional level, the assistance in developing 
draft model legislation to help Caribbean 
Community member states implement the 
Arms Trade Treaty.56

The development of directives through 
a genuinely multi-stakeholder approach, 
where different interested parties (from all 
sectors) are invited to join and contribute, 
can help communities come together and 
break down silos, encouraging diversity of 
perspectives. 
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Once launched, a national directive on the 
use of AI in military decision-making could 
have a significant impact across a wide 
range of stakeholders: industry, contrac-
tors, research and technical communities, 
and allies and partners (including military 
alliances). However, it would be important 
that such a directive include a periodic 
review process (e.g. every five years) calling 
for a rigorous evaluation and impact as-
sessment. This is key to ensuring that, at the 

57  The Better Regulation Guidelines set out the principles that the European Commission follows when preparing new 
initiatives and proposals and when managing and evaluating existing legislation. For more information, see European 
Commission (2019). 

 very least, the directive (1) remains relevant 
in light of technological developments; (2) 
is achieving the desired objectives; and (3) 
does not create unacceptable, unantici-
pated effects. An example of a methodology 
for such periodic assessments is provided 
by the European Union’s Better Regulation 
Guidelines.57

   Possible Approaches to 
Technical Controls  BOX 3  

Export controls would target access to artificial intelligent (AI) technology. Directives, 
strategies and policies would target the use of AI technology. A last category of controls 
is technical measures, which could be used to target the behaviour of the technology 
itself. 

Recall mechanisms, similar to those used in the automotive and software industries, 
would require technology suppliers to promptly recall applications for which a bug or 
vulnerability has been identified and block its use until a patch has been installed. One 
of the main challenges of this type of measure is that AI applications continuously evolve 
as they feed their machine learning algorithms with new data. To be able to promptly 
detect unintended behaviours of the application, a technology supplier would have 
to require continuous monitoring of its use, which might be problematic in a military 
context. 

Built-in switches could be used for a variety of purposes, from simple “auto-update” 
modes, to a “return to base” or “abort mission” mode for system that manages units 
deployed on the battlefield, to forced deactivation. This kind of switch could be 
particularly useful in the context of a dynamic environment, where the situation and the 
data are constantly evolving. Some of these switches could be automated using simple 
rule-based models (e.g. If This Then That). The limitations of such automated switches 
are that they assume the system can detect the internal trigger (e.g. failure of one of the 
sensors) or external trigger (e.g. change of environment). As this may not always be the 
case, human operators should also have the ability to activate such switches.

This approach would require a considerable investment in research and development 
and would be dependent on military authorities being willing to impose certain basic 
restrictions on military AI applications. However, such a technical remedy would offer the 
benefits of an automated control that would not be influenced by subjective judgments 
in stressful circumstances.
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  4.3 VOLUNTARY MEASURES  

4.3.1 Norms 

Norms and standards are potentially pow-
erful ways to promote the responsible and 
safe development, adoption and use of a 
technology.

In 2015, the General Assembly agreed 
by consensus58 that all states should be 
guided by 11 voluntary norms of respon-
sible state behaviour in their use of ICTs in 
the context of international security.59 To 
date, these norms represent the highest 
multilateral accomplishment in the area of 
digital technologies and their implications 
for international security. In recent years, 
additional norm-setting initiatives on cy-
bersecurity have been launched under the 
leadership of the private sector (e.g. the 
Cybersecurity Tech Accord or the Charter 
of Trust) or through multi-stakeholder 
partnerships (e.g. the Paris Call).

In the field of AI, although different sets of 
principles have been developed by differ-
ent actors (see section 4.3.3), no equivalent 
multilaterally agreed norms exist for AI. 
In recent years, states have considered 
AI-enabled physical weapon systems in 
discussions on autonomous weapon sys-
tems.60 At the heart of these discussions 
have been definitional issues and con-
sideration of the legal and ethical issues 
that arise when delegating an increasing 
number of military tasks to machines. The 
most significant achievement so far has 
been the endorsement by the High Con-
tracting Parties to the CCW in 2019 of 11 
guiding principles.61 While short of being 
fully developed norms, these guiding 
principles – by virtue of having been ne-
gotiated and adopted at the multilateral 
level – represent a solid foundation for 
further developments, potentially branch-
ing out of the realm of physical weapon 
systems to encompass wider military 

58  UNGA (2015a). 
59  As recommended in UNGA (2015b). 
60  UNOG (2020b). 
61  Group of Governmental Experts (2019).
62  NIST (2020).
63  ITU (2020).
64  ISO (2020). 
65  IEC (2020). 
66  Cihon (2019). 

applications of AI, including those that 
support decision-making.

4.3.2 Standards

Another area in which the transferability 
of good practices from the cyber and ICT 
sector could potentially be explored relates 
to the development of standards. 

A large body of standards exists to regu-
late all aspects of cyber and ICT security, 
from standards set by national agencies 
(e.g. the US National Institute of Standards 
and Technology)62 to standards devel-
oped at the international level (e.g. the 
International Telecommunication Union,63 
the International Organization for Stan-
dardization [ISO]64 and the International 
Electrotechnical Commission65).

In the field of AI, the development of stan-
dards for attributes such as predictability 
and explainability would be particularly 
useful for military decision support AI 
systems. 66 In a crisis, the ability to refer back 
to an agreed set of definitions and tech-
nology standards can be a helpful tool to 
rapidly establish a common understanding 
of the situation: for example, a statement 
such as “the AI running on system X is com-
pliant with explainability standard Y” would 
include in its essence a significant amount 
of information that would be publicly 
known and recognized as acceptable by a 
national authority, a group of like-minded 
states or an international standardization 
body.

Although such efforts would naturally start 
with voluntary mechanisms, it does not 
mean that they could not become highly 
impactful. For example, ISO standards 
began as a voluntary stamp of approval, 
but over time in certain countries they have 
become a legal or commercial requirement, 
shaping laws, procurement processes and 
business operations. Numerous efforts are 
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under way to develop AI-specific ISO stan-
dards or to adapt existing ISO standards to 
the use of AI systems. Those efforts are not 
yet sufficiently refined or widely adopted 
to provide a basis for the certification of 
military decision support AI systems. Much 
more work remains to be done.

4.3.3 Codes of conduct and principles

A literal definition of code of conduct is 
“a collection of rules and regulations that 
include what is and is not acceptable or ex-
pected behavior”.67 Codes of conduct have 
been used throughout the centuries as 
“soft regulation” by different types of actor, 
from social groupings, to professional 
orders, to businesses, to states. Principles 

67  YourDictionary (2020).  
68  The HCOC (2020). 

often provide the basis or foundation for 
codes of conduct.

When applied to the field of interna-
tional security and arms control, codes of 
conduct are the bridge between voluntary 
measures and CBMs (see section 4.4). An 
example of this category is The Hague 
Code of Conduct, which regulates the 
area of ballistic missiles capable of carry-
ing weapons of mass destruction. Its 135 
current members have made a voluntary 
political commitment to provide pre-launch 
notifications on ballistic missile and space-
launch vehicle launches and test flights, as 
well as to submit an annual declaration of 
their country’s policies on ballistic missiles 
and space-launch vehicles.68 

   A possible approach to standardizing the 
certification process for military 

applications of artificial intelligence

  BOX 4  

A key step in the process that leads to the integration of a new technology and its 
subsequent fielding is certification. When it comes to artificial intelligence (AI) 
applications in military decision-making, such a certification process could be based on, 
for example, the following five key features:

 » • Early engagement with end-users and those expected to engage with the 
application (e.g. downstream decision makers or operators). This is key to ensuring 
that the technology is addressing an actual need or gap (e.g. enabling something 
that was not possible before or improving the ways in which current tasks are 
performed).

 » • Adversarial testing. Performing adversarial testing through red-teaming methods 
is key to assessing the behaviour of the application in contexts that are, by definition, 
hostile and dynamic. 

 » • Proper training and education. It is fundamental that proper training and 
education occurs, not only of the end-users but of the entire chain of military 
command that determines if, when and how to deploy such applications. This is 
key to fully understanding the capabilities and limitations of each application and 
limiting the effects of cognitive bias (making decisions based on what a human 
believes the technology can do instead of on a well-developed understanding of 
real capabilities). 

 » • Clear specification of, and notification about, the intended and permissible uses 
for the decision support system. Certifications should include “acceptable use terms” 
– similar to those already included in software contracts – for AI-powered decision 
support systems. This would also feed into any associated legal review processes of 
such systems.

 » • Continuous certification. For AI-based applications, certification should be 
considered as a dynamic and continuous process that accounts for changes in the 
technology and in the environment in which it is deployed.
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In the field of AI, many initiatives led by 
industry, national governments or interna-
tional organizations have approached “soft 
regulation” by means of AI principles. A 
few examples include

 » Industry: 

o Google’s AI principles,69 Micro-
soft’s AI principles,70 Philips’s AI 
principles71

 » National agencies: 

o Government of the United Kingdom, 
code of conduct on artificial intelli-
gence systems used by the National 
Health Service72

o Government of Australia, Depart-
ment of Industry, Science, Energy 
and Resources, AI principles73

o Monetary Authority of Singapore, 
Principles to Promote Fairness, 
Ethics, Accountability and Transpar-
ency (FEAT) in the Use of Artificial 
Intelligence and Data Analytics in 
Singapore’s Financial Sector74

 » International organizations:

o Organisation for Economic Co-op-
eration and Development, Principles 
on Artificial Intelligence75

o IEEE Global Initiative on Ethics of Au-
tonomous and Intelligent Systems76

o Association for Computing Ma-
chinery, ACM Code of Ethics and 
Professional Conduct77

While different in scope (e.g. from self-reg-
ulation of industry to agreements among 
members of an international organiza-
tion), many of these sets of principles are 
similar in nature as they cover issues such 

69  Google AI (2020). 
70  Microsoft (2020). 
71  Philips (2020).
72  Department of Health and Social Care (2019).
73  Australian Government, Department of Industry, Science, Energy and Resources (2019). 
74  Monetary Authority of Singapore (2018). 
75  OECD (2019). 
76  IEEE (2020).  
77  ACM (2020).
78  For a useful analysis of consensus among these documents, see Fjeld & Nagy (2020).
79  US DoD (2020). 
80  Williams (2020). 
81  UNODA (2020b). 
82  OSCE (2012, 11). 

as transparency, reliability, fairness and 
accountability.78 There is also recognition 
that principles need to be operational-
ized. For example, in February 2020, a year 
after the release of its AI strategy, the US 
Department of Defense adopted a set of 
principles on the ethical use of AI.79 Using 
these principles, the Department will work 
on implementation guidelines on issues 
such as procurement, safeguards, risk miti-
gation and training.80 

Leveraging these commitments and 
expressions of good intentions at the mul-
tilateral level remains an underused tool in 
international security discussions. As prin-
ciples and codes are operationalized, there 
is an opportunity for sharing good practice 
and lessons learned, which is a traditional 
CBM. 

  4.4 CONFIDENCE-BUILDING  
  MEASURES  

4.4.1 Building trust, transparency and 
confidence

CBMs in the field of arms control are vol-
untary measures designed to prevent 
hostilities, avert escalation, reduce military 
tension and build mutual trust between 
countries or communities.81 

CBMs can be unilateral, bilateral or multi-
lateral and take different forms depending 
on the specific context in which they are 
applied (e.g. pre- or post-conflict, intra- 
or inter-state). Although they have been 
applied for centuries on all continents, 
the first codified CBMs appeared only in 
the second half of the twentieth century 
as initial steps to increase transparency 
during the Cold War.82 Two examples of 

https://ai.google/principles/
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significant milestones achieved in modern 
times are the 1986 Stockholm Document,83 
which included the first set of militarily  and 
politically binding verifiable CBMs, and the 
1990 Vienna Document,84 which includes a 
series of CBMs covering both immediate 
risk reduction and long-term routine mil-
itary interaction (e.g. on-site inspections 
and evaluation visits, annual exchanges 
of military information and dialogue on 
defence planning).85 At the United Nations 
level, an important milestone is the United 
Nations Disarmament Commission’s 1988 
Guidelines for appropriate types of con-
fidence-building measures and for the 
implementation of such measures on a 
global or regional level,86 complemented by 
a more recent set of recommendations on 
practical CBMs in the field of conventional 
weapons.87 Although not all traditional 
military CBMs can be transferred to the 
digital world, much has been done over the 
past decade to find valid alternatives that 
could support a peaceful and safe cyber-
space. For example, CBMs have been a key 
component of multilateral negotiations 
on cybersecurity under United Nations 
auspices.88

83  OSCE (1986).
84  OSCE (1990).
85  OSCE (2012, 12).
86  UNGA (1999b).     
87  UNGA (2017).
88  The Sixth Group of Governmental Experts and the more recently established Open-ended Working Group. See UNO-
DA (2020a).
89  See, for example, CICTE (2017); OAS General Assembly (2018); OSCE (2013); Zannier (2014). 

In the context of developing and imple-
menting CBMs, regional organizations have 
a key role to play, given their nuanced un-
derstanding of the local context and more 
immediate access to relevant stakeholders. 
In the context of cyber, the Organization 
of American States, the Organization 
for Security and Co-operation in Europe 
(OSCE) and the Association of Southeast 
Asian Nations are three good examples 
of regional organizations taking CBMs on 
digital technologies forward in ways that 
are specifically relevant to the needs and 
concerns of their members. These CBMs 
cover issues such as exchanging informa-
tion and views on threats to and in the use 
of ICTs; holding consultations to reduce 
the risk of misperception; disseminating 
best practices; nominating national points 
of contact at the policy level; and sharing 
information on their national organiza-
tion, strategies, policies and programmes 
relevant to the security and use of ICTs, 
including in public-private partnerships.89
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  Characteristics of successful 
confidence-building measures  BOX 5  

In designing confidence-building measures for artificial intelligence-enabled military 
decision support, it is key to remember that while CBMs developed for information 
and communications technology can be a reference point, CBMs must be tailored to 
the specific context. That being said, the common characteristics shared by successful 
CBMs, as proposed by the Organization for Security and Co-operation in Europe, is 
applicable even in the context of AI. These characteristics include:

1. Reciprocal: Measures taken by one party should lead (not necessarily immediately) 
to similar measures being undertaken by the other party (or parties) in a balanced 
and reciprocal manner, in accordance with the principle of mutual benefit. 

2. Incremental: Starting with small, less ambitious measures can support the building 
of trust necessary to move toward more complex and difficult measures.

3. Long term oriented: Building confidence takes time, and for CBMs to be effective 
they need to be long-term commitments to avoid setbacks.

4. Predictable: The nature, scope and content of CBMs should be predictable and 
promote predictable behaviours.

5. Transparent: The intent and modalities of CBMs should be obvious and 
unambiguous.

6. Reliable: CBMs should be reliable, meaning, for example, that they should not be 
used as political tactical manoeuvres.

7. Consistent: CBMs should be consistent with target groups, their topics and the 
message they send.

8. Verifiable: Verification of CBMs, particularly those where reciprocity is expected, is 
an important component of trust and confidence building.

9. Locally owned: The long-term success of CBMs relies on the level of engagement 
and commitment of the targeted groups or actors.

10. Multilevel or multi-stakeholder: For CBMs to be successful, governments must 
mobilize and engage with the broader society.

11. Supported by appropriate communication channels: Efficient communication and 
information flow is a key enabler of successful CBMs to address misunderstandings 
in a timely manner.

Source: OSCE (2012, 16–18).

4.4.2 CBMs for AI-enabled military deci-
sion support

The development of national directives or 
of national and international standards is a 
measure that indirectly contributes to cre-
ating a transparent environment for states, 
industry, academia, civil society and the 
general public.

Information-sharing enables transparency 
which, in turn, helps enable trust. However, 
as different stakeholders play distinct roles 
within the AI ecosystem, it is important to 
differentiate between types of measure 

that could be designed for different types 
of interaction (e.g. government-to-govern-
ment; between government and industry; 
between government, industry and the 
wider scientific community).

A measure that would support transpar-
ency and trust across all types of interaction 
is the development and public release of a 
national regulatory framework for AI-en-
abled military decision support. This could 
include, for example:

 » AI strategies, policies and directives
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 » Guidelines describing verification and 
validation procedures, testing and 
evaluation processes, and data man-
agement and protection measures

 » Details about the processes for con-
ducting legal reviews of AI-enabled 
military decision support systems (not 
necessarily the results of the reviews 
themselves) 

Sharing these types of information publicly 
would achieve a double purpose: support 
confidence building among states and 
provide a baseline or blueprint for other 
governments in the process of developing 
their own regulatory frameworks.

GOVERNMENT TO GOVERNMENT
When focusing at the government-to-gov-
ernment level, information-sharing can 
take different forms. An example of where 
information-sharing is working well is the 
Biological and Toxin Weapons Convention, 
where states parties agreed at the Second 
Review Conference to the exchange of 
CBMs “in order to prevent or reduce the 
occurrence of ambiguities, doubts and 
suspicions and in order to improve interna-
tional cooperation in the field of peaceful 
biological activities”.90

In the context of military applications of 
AI for decision support, in the absence 
of an overarching multilateral framework 
(e.g. a dedicated international convention) 
it is difficult to institutionalize informa-
tion-sharing and other CBMs. In the absence 
of such a formal multilateral anchor, gov-
ernment-to-government engagements 
currently remain ad hoc through the use of 
other channels and platforms, for example 
at the margins of multi-stakeholder ini-
tiatives such as the Global Partnership on 
Artificial Intelligence, advanced by Canada 
and France, or through dedicated bilateral 
dialogues. 

Although military applications of AI are 
considered highly sensitive, it is import-
ant that these engagements continue on 
all diplomatic tracks, even if they remain 
at a high level of generality and fail to 
address specific regulatory requirements. 

90  Second Review Conference (1986).

The added value of such engagements 
often resides more in the building of the 
networks than in the actual substance dis-
cussed. In this context, middle powers 
and industry groups (or civil society or-
ganizations) can play an important role as 
conveners and mediators of such engage-
ments among major military powers.

GOVERNMENT TO INDUSTRY 
With regard to industry, it is key that gov-
ernments provide as much guidance as 
possible on their requirements (through a 
regulatory framework, as described earlier 
in this chapter). That being said, as men-
tioned in section 3.2, it is important to recall 
that whereas historically much of the rele-
vant non-governmental scientific expertise 
was in academia, in AI a large part is in the 
private sector. As such, even in the absence 
of such a regulatory framework, increased 
transparency from industry concerning its 
own practices and procedures for technol-
ogy development, verification, testing and 
integration, as well as on overall capabilities, 
limitations and optimal use of the system, 
would help raise standards. The interface 
between industry and government is likely 
to be the area that benefits most from the 
development of standards, to the extent 
that standards can support the creation of 
a shared understanding of the technology, 
its performance and its limitations.

MULTI-STAKEHOLDER DIALOGUE 
AND ENGAGEMENT WITH THE 
WIDER SCIENTIFIC COMMUNITY
An alternative approach to overcoming the 
sensitivities of engaging in transparency 
and trust-building initiatives would be to 
leverage a bottom-up approach based on 
multi-stakeholder or industry-led initia-
tives and exchanges between scientific 
communities before an application enters 
commercial development or is fully inte-
grated into a military capability.

This more peripheral layer of CBMs (as 
opposed to those centred on governments) 
is particularly relevant for two reasons: 

	» It includes the vast majority of technical 
and scientific knowledge on this issue. 
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	» It is potentially less impacted by an 
adverse political environment.

The advantages of such an approach are 
that the academic and scientific communi-
ties enable exchanges and collaborations 
by design, and their members are natu-
rally inclined to share information, solicit 
feedback and advance knowledge. If prop-
erly channelled, such a collective body of 
knowledge could be used to stimulate 
upstream transparency and trust-build-
ing. For example, increased exchanges 
among developers, researchers and sci-
entists could remain at a completely 
unclassified level but be focused on the 
risks of specific military applications or  
use cases, generating a body of valuable 
knowledge. 

Specific activities could include dedicated 
academic conferences or the organization 
of prizes or award-based competitions, 
such as the UK Ministry of Defence’s 
“Grand Challenges”, with a point-based 
system that could incentivize international 
cooperation. Some have suggested the 
establishment of a neutral international 
scientific research centre on AI, similar to 
CERN, where Track 2 “science diplomacy” 
could build on the open culture of scientific 
research and development as well as the 
socialization of norms and best practices, 
particularly on AI safety.91

Engagement with students and young sci-
entists also offers a powerful entry point 
for establishing a culture of engagement 
on international security with the research 
community. For example, the International 
Genetically Engineered Machine com-
petition is an annual global team-based 
competition for undergraduates in syn-
thetic biology to design, build, test and 
measure a system. As part of their submis-
sion, teams consider safety and security 
aspects of their design, which in the process 
raises awareness of not only responsible 
innovation but also the provisions of the 
biological weapons regime. In a similar 
fashion, AI challenges might systematically 
include a component that considers the 
implications of specific innovations or ap-
plications for international security.

91  See, for example, Fischer and Wenger (2019). 

All the initiatives described above could be 
reinforced by the organization of regular 
multi-stakeholder dialogues that bring 
together representatives of different com-
munities, enabling better understanding 
of one another’s work and offering op-
portunities for the creation of cross-sector 
networks and working relationships.

 4.5 THE ROLE OF INCENTIVES   

An important consideration related to the 
development and subsequent adoption of 
voluntary measures (norms and standards) 
or CBMs for AI applications in military 
decision support systems is related to in-
centives: What incentives do states and 
other stakeholders have to develop and 
adopt such norms and standards? Why 
should government, industry and, to some 
extent, academia invest time and resources 
in, for example, information-sharing?

The current narrative describes the mil-
itary interest in AI as an “AI arms race”. 
This connotation of the current landscape 
incentivizes a closed, opaque and compet-
itive culture aimed at “winning the race”, 
which may ultimately lead to a “race to the 
bottom”, with the premature – and unsafe 
– deployment of AI applications to lever-
age a first mover advantage. 

If, instead, the narrative could pivot to a 
more positive and constructive aim, such as 
achieving a more reliable, better integrated 
and more easily explainable technology, 
then incentives would be created for states 
and industry alike to engage in the devel-
opment of such standards, independently 
from the intended military use of the full 
capability once developed. Recognizing 
that the current international context may 
hamper a more ambitious multilateral 
approach in this field, these efforts could 
begin with one or a small group of like-
minded states taking the lead in developing 
and adopting norms and standards on a 
voluntary basis and, in doing so, estab-
lishing a baseline of good or best practice 
for others to follow. This would showcase 
thought leadership and could be a salient 
norm-setting power. Norms, standards and 
CBMs are also important components of a 
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risk reduction approach that aims to avoid 
a technological arms race based on wrong 
assumptions about what others are doing 
and to reduce the risk of unintended con-
sequences of systems that are developed 
in isolation and react when they come into 
contact with one another in a way that was 
never foreseen or intended (or desirable). 



34 UNIDIR



35MODERNIZING ARMS CONTROL

 5. THE WAY FORWARD   
 

This report has deliberately focused on an 
area of military AI that, while having the 
potential to undermine security and sta-
bility, is not currently discussed within any 
multilateral process: the use by militaries 
of AI-enabled decision support systems. 
Looking at the relevance of arms control 
tools through the lens of this specific use 
case of AI highlights that although many of 
the traditional tools of arms control remain 
as relevant as ever, new ways of working 
and new relationships will be necessary to 
address these challenges effectively. 

A number of key takeaways can be extracted 
from this report, including some that might 
be relevant for multilateral discussions that 
go beyond the specific application of AI to 
military decision support and include wider 
applications of digital technologies (from 
cyber to autonomous weapon systems). In 
particular: 

1. AI in military decision support 
systems is an area that deserves 
further attention from the interna-
tional security community in order to 
manage risk and potential for instability. 

2. The traditional objectives of arms 
control remain valid and applicable 
even when dealing with AI-enabled de-
cision support systems. 

3. The traditional arms control toolbox 
will not become obsolete if the arms 
control community is open and willing 
to embrace new forms of collabora-
tion as well as adapt traditional ones 
to fully leverage the know-how of the 
scientific expert community, most 
of which now resides in the private 
sector. This also entails creating more 
opportunities for exchanges and 
cross-fertilization of ideas and perspec-
tives by involving industry and scientific 
experts in relevant arms control discus-
sions and by ensuring that the arms 
control community actively engages 
with such actors in their relevant forums.

4. There is no “one stop” solution. A web 
of responses and incentive structures 
that target and draw on the expertise 
of different stakeholder groups will be 
required to effectively respond to the 
challenges posed by embedding AI in 
decision support applications. 

5. While governments remain the natural 
owners of traditional arms control 
tools, the range of possible mea-
sures described in this report does not 
always require government leader-
ship nor, in some cases, government 
direct participation (e.g. industry-led 
standardization processes, scientific 
knowledge exchanges). However, for 
these measures to produce meaning-
ful impact on strategic stability and 
security, they would require recogni-
tion and downstream support by state 
actors. Industry can play a critical role 
provided it is given the opportunity 
to meaningfully engage with the arms 
control community. 

6. Building on this last point, as a thought-
leader in AI, industry has its own 
responsibilities: from including legal 
and ethical considerations in their in-
novation policies and practices applied 
to AI, to being willing to consistently 
engage with regulatory processes at the 
international and national levels. This 
is particularly relevant for industry de-
veloping AI directly for defence, or for 
the broader industrial base developing 
potential dual-use AI or applications. 
Current efforts by a range of private 
sector actors to develop standards, or 
principles of responsible development 
of AI (e.g. transparency, reliability, se-
curity) are particularly relevant for the 
current debate on the international se-
curity implications of AI.  
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This report provides an initial insight into 
why the international security community 
may need to consider regulating AI ap-
plications that fall in the digital grey zone 
between AI-enabled weapon systems (e.g. 
lethal autonomous weapon systems) and 
military uses of civilian AI applications (e.g. 
logistics, transport), as well as an initial ex-
ploration of the variety of familiar tools the 
community has at its disposal to do so. 

While the arms control community has 
been focused for the past several years 
on autonomous weapon systems, wider 
consideration of the international security 
dimension of AI-enabled decision support 

tools may logically flow from the commu-
nity’s deliberations. Additional research 
on the international security implica-
tions of technical aspects of algorithmic 
decision-making (e.g. explainability, pre-
dictability) in both weapon and decision 
support tools, and further exploration of 
softer regulatory approaches with greater 
involvement from the research and techni-
cal communities, as well as industry, may be 
a practical contribution to this endeavour.
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This report provides an initial insight into why 
the international security community may need 
to consider regulating artificial intelligence (AI) 
applications that fall in the digital grey zone 
between AI-enabled weapon systems (e.g. lethal 
autonomous weapon systems) and military uses 
of civilian AI applications (e.g. logistics, transport). 
It also provides an initial exploration of the familiar 
tools the community has at its disposal for such 
regulation.

@UNIDIR
www.unidir.org


	_Hlk17199599
	_Hlk46155011
	_Hlk44936938
	_Hlk44599806
	_Hlk44597905
	_Hlk44597931
	_Hlk41497404
	_Hlk44597869
	_Hlk42010661
	_Hlk42010695
	_Hlk42010902
	_Hlk42011077
	_Hlk42011094
	_Hlk42011533
	_heading=h.gjdgxs
	_Hlk42011706
	_Hlk42012000
	_Hlk42012051
	_Hlk42012297
	_Hlk42012752
	_Hlk42012792
	_Hlk42012810
	_Hlk42012827
	_Hlk42012945
	_Hlk46047131
	_Hlk42013128
	_Hlk46048687

